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FOREWORD

This report contains the results of an internal DoD study of
mission-critical computer technology -ece-dfy Congress 4n the Fiscal Year
1983 Defense Authorization Act.

Further direction is included in the report of the Joint Conference on the
FY1984 authorization. Where possible, this additional direction was taken
into account. However, detailed cost and schedule information are not
available for inclusions in this report. They will be provided separately.

It is suggested that the reader begin with The Executive Summary and
' Chapter 6, "Plan for Proliferation Reduction". The former summarizes the

Congressional direction, sketches pertinent background and presents the
" . conclusions and recommendations of the study group.

The recommendations provide a strategy to evaluate prospects for a new
generation of computer technology while precluding a dislocation in capability
should such not materialize or should it be delayed. A joint Service program
to lead to more relaxed standards, relying more on interfaces, is proposed.
This program has not been fully agreed to by the Services nor has it been
detailed with respect to cost and schedule. The Navy has programmed 6.3 funds
at a modest level beginning in FY85 and intends to reprogram FY84 funds to
support preparatory work. We anticipate that the Army and Air Force will be
able to similarly reprogram FY84 and FY85 funds or redirect ongoing efforts to
make this a joint Service effort.

The remainder of this report is dedicated to discussion of the needs for
non-commercial computers for military applications as well as delineation of
areas where needs can be satisfied from the commercial sector.

• _/ , - . . . . . .. . . . . ,i



EXECUTIVE SUMMARY

This Report presents the results of a study conducted by the Department of
Defense (DoD) at the direction of Congress in their Conference Report accom-
panying S.2248, "Department of Defense Authorization Act, 1983." , The study
was commissioned to address the following specific issues:

/-1) The applicability of commercial computer technology (including, but not
limited to computer hardware, semiconductors and associated Instruction
Set Architectures (ISAs)) to Defense Department missions.

)

_ (2) The desirability of standardizing at the ISA level in light of alternative
approaches.

.,(3) The degree of software transportability (transferring computer programs
from one computer to another) that the various approaches permit and how
each approach would affect Department of Defense hardware/software logis-
tics and costs of ownership.

--(4) The relative merits and liabilities involved in the incorporation of each
approach into Department of Defense weapons systems.

)

(5) Justification for all on-going Service computer development projects. $-
)

(6) A plan to reduce the proliferation of these computers.

Background

Congress' interest in these issues arose as the Department proposed a pol-
icy to reduce unnecessary proliferation of militarized computers and to faci-
litate both the software development process and the reuse of software across

* systems. This proposed policy has two major facets: The first is to stand-
ardize on a modern high-order computer programming language, Ada1 . The sec-
ond is to manage the interface between the resulting software and the target
military computers upon which it must execute.

Defense system software, particularly that which has come to be termed
"mission-critical2" is traditionally beset with cost and schedule problems.
Among them are included:

1. Ada is a Registered Trademark of the U.S. Department of Deense.
2. "Mission-critical" refers to those applications involving: (1) intelli-
gence systems; (2) cryptography for National defense; (3) command and control
of military forces; (4) weapons or weapons systems; and (5) direct support to

. military or intelligence operations.

. j.
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(1) System schedule slip due to software delays.

(2) System failures due to software errors.

(3) Soaring cost of software.

(4) Inability to reuse and transport applications and support software.

(5) High cost of logistics and maintenance support.

(6) Low operational availability (survivability, failure and casualty backup,
continuity of operations).

(7) Difficulty in maintaining and upgrading software as needs change due to a
dynamic threat and hardware evolution, and as the user gains *xperience
with the system and evolves his employment tactics.

(8) Lack of adequate competition.

Conclusions

Based on both software and hardware arguments, it is concluded that object
code transportability, hence ISA standardization, is essential to improve
competition, to reduce the costs associated with the computer life-cycle and
to provide for acceptable survivability and continuity of operations of combat
systems. Moreover, some mechanism for object code compatibility will remain
essential until improvements in the state-of-the-art permit otherwise. The
programs established in each Service to satisfy growing missiou-critical
computer needs should not be interrupted now in an attempt to achieve a
greater rate of convergence.

ISA management is, at current state-of-the-art and practice, a valuable
approach to provide object-code transportability. It is not without
trade-offs, but there is no evidence that it is, per force, inappropriate. To
the contrary: The ISA interface is the minimum level of management which can
maintain vendor-independence, does not dictate detailed design parameters for
either hardware or software and which can facilitate transportability and
reuse of time-independent software across differing hardware implementations
or realizations.

There is a level between ISA and HOL which may be valuable in some cases.
This is the run-time operating system (RTOS) which could provide a
"software-only" interface to applications programs and a second "ISA software"
interface to the hardware. Not all applications fit this "system
architecture" model, but where it is appropriate it may provide a satisfactory

compromise, assuming that there is not proprietary bundling involved.
Although this approach was not studied, per se, it obviously will not
alleviate proliferation problems and, without ISA management, might actually
aggravate them.

The CODSIA team which is studying this issue from the industry's
standpoint has developed a hybrid approach which they term
"Form-Fit-Interoperability-Transportability" or FFIT. Their report is not yet
available for review.

ti



Neither RTOS nor FFIT solve the hardware-related issues but they will

provide an improvement on ROL standardization alone.

Recommendations

Section 6 contains a preliminary strategy for reduction of unproductive
proliferation- of military computers. It is necessary to emphasize that this
is not intended to apply to use of common commercial items but only to those

- to which support "mission-critical" applications. The approach is intended to
provide a balance among:

o Competition
o Technology insertion, and
o Proliferation reduction.

Recommendations are offered in both the non-mission critical and the
mission-critical application areas:

(1) Non-Mission-Critical Computers and Systems

(a) Ada should be a candidate language, allowed to compete on its
merits and taking into consideration the availability of
development and support environment. If Ada is used, then
delivered software must be processed by a validated compiler.

(b) There should be no policy-level control of ISAs or of hardware
design. Interface and protocol standards may be applied to
support system integrity.

(c) Normal requirements and procurement processes should be applied.

(d) Common commercial products, both hardware and software, should
be used wherever they are adequate to fulfill missions needs in
accordance with DoD Directive 5000.37, "Acquisition and
Distribution of Commercial Products (ADCP)".

(2) Mission-Critical Computers and Systems

(a) Use of Ada should be mandatory with necessary exceptions to be
sought and approved by a formal waiver process on a case-by-case
basis. (Services have been directed to submit Ada Introduction
Plan for review and approval of DUSDRE).

(b) Development of the Ada Language System (ALS) and the Ada
Integrated Environment (AIE) should be continued. The Army and
Air Force should review the practicality of merging these
efforts or of choosing between them for joint development and
use. The System Interface Standards (SIS) being jointly
developed should, in either case, be rigorously applied. The
Navy should proceed to build upon ALS by adding specific tools
and target generators to yield the Navy Ada Language System,
ALS/N, which should be afforded joint configuration management
with ALS and should rigorously implement SIS. Regulations
should be reviewed and revised as necessary to assure no

hinderance to providing DoD-developed Programming Support
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Environments (PSEs) to Industry for use on DoD programs. It
should be recognized that PSEs must be improved and extended
over time but that configuraton management must be maintained in
an upward-compatible manner. The Ada Joint Program Office
(AJPO) should closely monitor commercial APSE developments and
serve as a central source of information for the Services.

(c) Jointly with Industry, the Services should assure adequate
testing of PSEs before making their use mandatory for processing
delivered software. There should be an assured capability to
incorporate private-sector tools while protecting proprietary
items.

(d) The Department should maintain an interim policy of object-code
compatability to bound unnecessary proliferation of both
hardware and software until a viable alternative is demonstrated.

(e) Services should jointly investigate potential alternative
approaches such as language machines, reduced instruction set
computer (RISC), non-von Neumann architectures, run-time
interface standards, etc. The objective is to perform a
comprehensive/requirements/opportunities evaluation as was done
for Ada (See Section 5).

(f) The Army and Air Force should join the Navy as full partners in
the effort to provide a standardized, high-technology,
embeddable microprocessor for tri-Service use. Use of VHSIC and
VHSIC-like technology should have top priority. MILL-STD-1750
and MIL-STD-1862 should be considered candidates along with
commercially-developed architectures.

(g) For non-Mil-Spec mission-critical environments, Services should
be encouraged to use either common-commercial,
ruggedized-commercial or "off-the-shelf" militarized computers
based upon the performance requirements of the specific
application. Full consideration should be given to Ada-based
systems where there is no strict hardware interchangeability
requirement. By "Ada-based" is meant an Ada high-level language
machine or a combination of a full, validated Ada PSE and
associated computer of choice (not necessarily a computer of any
specific "object code" features).

Further Background

The following paragraphs expand upon the background for language
standardization and ISA management and identify other possible alternatives to
reduce proliferation and contain costs. These topics are treated more fully
in the body of the report:

Language Standardization:

In the mid-1970s, there was specific attention from the Deputy Secretary
of Defense to the issue of computer resource management. The first DoD policy
was issued in 1976 as DoD Directive 5000.29, "Management of Computer Resources

in Major Defense Systems". It directed, inter alia, that software be developed

v



in a high-order language, or HOL. The purpose was to facilitate application
of more modern software engineering practices and to reduce dependence on
specific, proprietary software and computers. Prior practice had led to
inefficiency and dependence on incumbent suppliers, resulting in restricted
competition - often sole-source.

Where actually used, HOL -programming proved valuable in improving quality
and schedule performance, and hence, helped reduce costs. However, the issues
surrounding availability of given HOLs for various military computers and
associated software development environments, as well as the capabilities of
available languages, served to attenuate policy. Concern over lack of an
adequate language for DoD-wide application generated the DoD Common Language
Program. This tri-Service effort led to the development of the language Ada.

Ada is the first computer programming language to be developed from a

comprehensive, user-generated set of requirements. It was intended to span
the mission-critical needs of DoD, particularly those evolving from real-time
applications. At the current state-of-the-art and practice, however, Ada (or
any other language) does not fully isolate the user and the applications
software from details of the hardware environment upon which software must
execute for two salient reasons:

First, direct use of the ISA (rather than the HOL) is required to develop
certain portions of the software such as:

(1) parts of the run-time operating system,

(2) input-output programs,

(3) time-critical functions for which the program produced by the HOL
compiler does not meet the required system response time,

(4) functions for which the program produced by the HOL compiler requires
large amounts of memory such that the computer's memory capacity is
exceeded, and

(5) functions for which features are not available in the HOL of choice.

Second, HOL programs themselves are also ISA-dependeut. Dependence of HOL
software on the ISA for which it was developed exists with respect to all high
order languages (including Ada) used to develop systems. A program can
produce radically different results (computations) in systems with different
ISAs"

Ada has been designed with the goal of minimizing ISA dependencies. With
the current state-of-the-art limitations, however, dependencies remain, as

* discussed in Section 4.4.2.

Thus, significant and critical portions of both embedded software and
support software can be expected to have to be modified or redesigned if a
given target computer were to be replaced with one having a different ISA.
ISA dependencies are pervasive within high-order languages, within the
programing support environment (PSE) and in run-time software (such as a
real-time operating system). ISA dependencies are unavoidable in current
practice and reflect the state-of-the-art in both software and hardware

vi
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" design. These dependencies are an impediment to reuse and transportability of
software and hence to maximum utilization of rapidly evolving hardware
technology.

It is apparent, then, that standardization at the programming language
alone, although it provides a significant improvement over no policy, is not a
complete solution to the problems associated with proliferation. Clearly, it
does nothing for hardware logistics and only little for the enhancement of
competition.

ISA Management:

The concept and rationale for ISA management involve two principal
issues: The reuse (or transportability) of both development (support)
software and applications software across mulitple installations and systems.
A common interface between hardware and software provides a viable basis for
open, unencumbered competition for both software and hardware products.

The first activity toward mangement of the software/hardware interface was
the drafting of proposed DoD Instruction 5000.xx, "Interim List of Approved
Computer Architectures." This proposed policy, patterned after earlier work
on languages, was:

"...designed for use in conjunction with (DoD) Directive 5000.29 and DoD
Instruction 5000.31 "Interim List of DoD Approved High-Order Programming
Languages (HOL)") to reduce the proliferation of computer [Instruction
Set] Architecture as incorporated throughout defense systems and
subsystems requiring a military environment; to limit and stabilize the
combinations of computer architecture and HOLs which must be supported in
software (without sacrifice to technological innovation and vendor
competition); and to ensure the control of those computer architectures
which are approved."

The interim list contained six instruction set architectures (ISAs) as
implemented in nomenclatured hardware in wide use in the Services at that
time. This was an interim list; it was intended to include more advanced
vendor-independent ISAs over time and to remove those which proved to be
technically or economically inappropriate. By including plans to update the
list at least every two years, any trend toward technical or operational
obsolescence could be quelled. The Proposed Instruction met resistance from
some who felt DoD's intention was to standardize hardware, per se, and those
who felt that, since some of the ISAs were derived from proprietary designs,
incumbent vendors would be favored.

A study panel was formed to review the issues and to recommend whether
such as Instruction was appropriate and, if so what form it should take. The
Panel reported on March 20, 1980. They recommended that: "DoD issue an
Instruction ... limiting the number of ISAs to be used in embedded systems."
The rationale for the recommendation was that it would reduce overall software
cost through reuse of satisfactory existing software, transportability of
runtime software in critical military situations and avoidance of costs
associated with training and the time to redesign serviceable software for new
ISAs. A copy of the Executive Summary from the Panel's report is included as
Appendix I. The Panel's redraft of 5000.xx became Proposed DoD Instructon
5000.5x.
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The issue was further studied by a special Task Force of the Defense
Science Board. The Task Force concluded that the controversy over ISA
configuration: "... is largely between interests which have as primary
concerns the operation, maintenance, deployment and post-acquisition support
of these same computers." The Task Force recommended that 5000.5X be issued
after review for consistency with acquisition regulations and clarification of
scope.

There remained, in some quarters, concern over potential pbsolescence, if
DoD were to "standardize" the software/hardware interface. It is well here to
recall the works of Fred Brooks4 :

"The last woe, and sometimes the last straw, is. that the product over
which one has labored so long appears to be obsolete upon (or before)
completion. Already colleagues and competitors are in hot pursuit of new
and better ideas. Already the displacement of ione's thought-child is not
only conceived, but scheduled.

"This always seems worse than it really is. The new and better
product is generally not available when one completes his own; it is only
talked about. It, too, will require months of development. The real
tiger is never a match for the paper one, unless actual use is wanted.
Then the virtues of reality have a satisfaction all their own."

Admiral Gorshkov put it more succinctly:

"The best is enemy of the good enough."

Thus the objective of ISA management is to deal with the dynamic balance
among "what is", "what is to be", and "what should no longer be".

Additional Standardization Approaches:

Additional measures which have been studied in detail include:

(1) "Total Product Standardization," as exemplified first in the Navy's
AN/UYK-7 and AN/UYK-20 computers, involves production of single
design for each computer type. The Military Computer Family (MCF)
AN/UYK-41/49 and the AN/UYK-43/44 are latter-day examples of this
approach.

(2) "Form-Fit-Functon (F3 ) of Computer Modules" involves computers
containing modules where each module type would be available from
several suppliers. Each supplier's design would be different yet all
modules of a given type would be interchangeable.

(3) Form-Fit-Function at the "Box-Level" involves specifications only
with respect to the external attributes of each type of computer.
Each type of computer would be available from several suppliers and

4. Brooks, Frederick P., "The Mythical Man-month": Essays on Software
Engineering;" Addison-Wesley; Reading MA; 1975.
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each supplier's design would be different. All computers of a given
type would meet the same functional and performance specifications to

facilitate a system design that would accommodate interchangeability
in the field.

(4) "Limited External Attributes" would allow, for example, software and
interface compatibility. This approach places no constraints on
(internal) hardware design and thus, systems designed to this
approach have little to offer with regard to field
interchangeability, logistics support, etc.

(5) "ISA-only" means that computers would be common only at the level of
the software/hardware interface.

i
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SECTION 1 OUTLINE OF PROBLEM AND STUDY APPROACH

1.1 Tasking

The United States Congress is paying increasing attention to the policies
and costs associated with the accelerated emphasis on computerized defense
systems. Concern has arisen over the Department of Defense's (DoD's) attempt
to standardize the computer hardware/software interface.

Draft DoD Instruction 5000.5x was proposed to identify a set of standards
for computer Instruction Set Architectures (ISAs). An ISA is the specifica-
tion of the interface between software and hardware. It includes the
attributes of a computer as may be seen by a machine [assembly] language
programmer or the target code generator of a compiler for a high-order
language (HOL). It describes the conceptual structure and functional behavior
of a computer as distinct from the organization of the data flow and controls,
logic design or physical implementation.

In order for software programs to be written, it is necessary to establish
the language desired (or required) and the instruction set architecture of the
machine on which the software is to operate. The corollary of this is very
important: Given the programming language and the instruction set architec-
ture, the computer software can be written. To the person who is going to use
a computer, this corollary has a number of important applications:

i. Since so many advances are being made in the hardware technology
realm, it is possible to write the software first IF the instruction
set architecture is available. The hardware decision can be delayed.

ii. If the same language and architecture are maintained, the investment
in software that has been bought, tested and proved reliable can be
maintained as hardware evolves to accommodate technology movement.

iii. Application software written by others may be reused, if the same
architecture and language are maintained.

Serious efforts were made in the Seventies and continue in the Eighties to
counteract the inability of users to reuse software except in a particular
architecture. The Ada programming language is a major step in reducing the
number of dependencies that software programs have with particular ISAs.

1.2 Historical Background

The Sixties and Seventies saw a vast growth in the use of computers within
the DoD. Since World War II, the computer has, for the most part, been a
resource of the strategic domain in the operational world: cryptology, intel-
ligence, and command and control. Sputnik accelerated missile developments
which, because its high-speed and unearthly trajectory (let alone the fact

that it was unmanned), demanded improved computer technology for its naviga-
tional and servocontrol systems. However, the computer generally remained
outside the "operational" environment of the military until the Vietnam War.



In Vietnam, the military computer came of age. As always, the impetus came
from two sources: The battlefield environment into which the American Soldier
was thrust (such as Surface to Air Missile (SAM) environment) which forced
automated countermeasures on our part, and technological advancements (such as
the smart bomb), which inspired new tactics.

But Vietnam's computerized systems--in calm, objective, postwar
assessment, possessed certain characteristics which did not permit reasonable
long-term management. The software subsystem was extremely expensive to

- develop. Wnrse, development seemed never to be complete, making life-cycle
costs significantly more expensive than development costs. The software
development process was interminably long, and, since it was invariably on the
full system's critical development path, system development and fielding were
pushed that much farther downstream. Therefore, software subsystems did not
receive rigorous quality acceptance testing because of the unrealistic testing
requirements associated with cost and schedule constraints.

After fielding, the software subsystems demanded post-deployment support
over the entire system life. These costs generally run 10% to 20% of software
acquisition costs per year. With most weapon systems having a system life of
15-25 years, life-cycle costs easily exceeded acquisition costs. Yet, they
were rarely factored into the acquisition decision. More recent data indicate
that this annual support requirement may be more nearly 30%-40% of the
software acquisition cost.

1.3 Statement of the Problem

There is a basic set of problems attendant to the use of computers by DoD
in strategic and tactical systems. This Section describes those problems.

1.3.1 Expensive and Lengthy System Development and Evolution

Most new automated strategic and tactical systems are for use against
specific threats for which systems have never before been developed. The
system may include many other technologies which are then integrated into one
common weapon. The first problem is to provide an adequate definition of the
scope of the system and the specifications of the system requirements. Nor-
mally there is a concept phase and then an advanced development phase in which
various means of meeting the threat are analyzed and tested. This may include
several parallel developments with tests to identify the best alternatives for
meeting the system requirements. Depending on the type of system, simulation
and modeling may be necessary because of the expense of adequate testing. For
instance, flying enough aircraft against an air defense system at different
altitudes and densities is very expensive. It may take several years to inte-
grate enough equipment into a prototype system for testing. Many platforms,

such as aircraft, ships, tanks or satellites are years in the making. Few, if
any large systems are developed, tested, produced and fielded in less than
seven years. The lengthy development may actually span a generation of compu-
ter hardware at the rate large-scale integrated circuit technology is changing.

Once the decision is made to produce a particular system, it is several
years before the first production unit rolls off the production line and new
equipment training teams introduce the equipment into units of the Services.
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DoD has learned that using unproven technologies may further increase the
schedule risk, particularly in computer hardware and software technology.
These technologies should be developed off-line to the normal system develop-
ment and proven before committing large expensive systems to schedules which
then slip and incur large overruns. Once fielded, the operation and support
phase is significantly longer than the development phase.

1.3.2 High Cost of Computer System Software

For most management information systems (MIS) common to systems used in
the civilian sector, DoD develops only special applications software using
"already developed" commercial operating systems, data-base management sys-
tems, etc. For most strategic and tactical systems, those products do not
apply, and system-specific software, (such as operational flight programs or
radar control programs) must be developed. Software of this type may be
several times more expensive to develop than commercial applications
software. Therefore, use of previously developed software, where possible, is
important.

1.3.3 Inability to Reuse/Transport Applications and Support Software

Strategic and tactical systems are normally in application areas not
supported in the civilian sector and are near-real-time, interrupt-driven
systems. In the past, much of the software has been programmed in assembly
language to get the necessary performance to meet the system requirements.

Assembly language programs are dependent upon tuned to the ISA being
used. Consequently, at the end of the system development phase, the
acquisition of a computer with the same commercial ISA updated in hardware
technology is usually sole-source, since the ISA is protected and normally all
MIL-SPEC computers of a particular ISA are only made by one company. If
competition is held, then the chance of carrying over the already-developed
software (ISA-specific) is lost if the target ISA turns out to be different.
If a computer of a new ISA is being developed for a particular system, then
normally the support software lags and the system is delayed. Computers of
upwardly-compatible ISAs can re-use systems and support software until newer
software is ready.

By the most-used rule of thumb, the software development cycle is broken
down as follows:

40% for design,
20% for coding, and
40% for integration, debugging and testing.

For most systems, then, the majority of the cost for software is other than
coding. Re-use of existing software--both operational and support--could be a
major contributor to reducing schedules of system upgrades by reducing time
for design and test. Improvements then would be primarily for necessary chan-
ges to meet new threats. It should be mentioned that Ada helps not only in
coding, but the Ada technology applies to design, testing and "maintenance" to

reduce costs there, as well.
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1.3.4 High Cost of Logistics Maintenance and Support

Since most systems remain in the inventory for 20 years or more, mainte-
nance of these systems during the operations and support phase more than
equals the original development and acquisition cost. More than likely, the
electronics will have to be upgraded during the maintenance phase, because the
micro-electronics go out of production. Operational software may be supported
and improved gradually during this phase maintenance and support cost over
life cost for the hardware may be reduced by taking advantage of increased
reliability and improved built-in test features with new hardware if the ISA
remains upwardly compatible between computer hardware changes.

1.3.5 Inability to Acquire, Train and Retain Competent Military Field
Maintenance Personnel

DoD is experiencing a lack of competent field maintenance personnel.
Unnecessary proliferation of computer types exacerbates the need for training
and retention of qualified field maintenance personnel. To the extent that
maintenance training courses can be reduced, the likelihood of having trained
personnel to make field repairs to computer systems is greatly increased. The
direction of developments is to include built-in test circuitry to diagnose
and trouble-shoot systems automatically. This trend keeps hardware costs high
by including more fault-tolerant design features to improve reliability and
ability of operators to maintain and repair systems on the spot.

1.3.6 Low Operational Availability

Operational availability is the measure of a complete system to be func-
tional for a specified period. It is directly related to the state of read-
iness of a particular unit to perform its designated mission in combat.
Combat-readiness of a unit is a function of adequate personnel being available
and trained to operate the unit, assigned equipment to perform a mission and
the assigned equipment being operational.

When a particular system is developed, trade-offs are analyzed to deter-
mine the structure of units, the number of units, and the amount of systems
needed against a particular threat. Once these are determined, the opera-
tional availability of the equipment necessary is determined. It is normally
defined by the mean-time-between-failures (MTBF) and the mean-time-to-repair
(MTTR) the equipment. As the MTBF decreases or MTTR increases, the opera-
tional availability of the system goes down. In order to meet a particular
threat, if the unit readiness goes down then the number of units needed goes
up. Thus, the threat drives the number of units and their readiness posture.

For any given level of units, readiness and equipment operational availa-
bility then, the mean time to repair depends on a spare being available, know-
ledgeable repairmen, and the design of the equipment for ease of accomplishing
the repair (maintainability).

For each system, a Logistics Support Analysis is performed to determine
the spares needed at unit level, intermediate levels and depot levels for any
given operational availability. As more like end-items are introduced, spares
and war reserve requirement for replacements, do not increase linearly. In
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fact, it can be shown that after a certain number of like computers are loca-
ted in a unit, additional spares no longer increase as more of the same type
are introduced. If different types of computers are introduced, then a com-
plete set of spares is needed for each type at all levels. Likewise, multiple
use of the same computer provides the capability for interchange of complete
computers to keep the most important systems working in combat to provide
continuity of operations.

With proliferation of computer types on the battlefield as currently ex-
*perienced, operational availability is lower than it would be if there was

common hardware with the ISA and interfaces maintained upwardly-compatible.

1.4 Approach

Congressional tasking was approached in a relatively straightforward man-
ner. This is reflected in the organization of the study paper. This Section
has described the problem as it impacts the forces, directly and indirectly,
on the battlefield.

Sections 2 and 3 delineate the two major domains impacting the embedded
computer arena--the military environments and computer technology. These two
areas are outside the direct control of the embedded computer decision-makers
and act as constraints on embedded computer policy.

In Section 4, near-term and long-term options open to DoD are identified
and analyzed. Since many of the alternatives are essentially untried, it is
necessary to introduce risk analysis in an attempt to synthesize the cost and
benefits of those alternatives for which there is no empirical data. . In this
manner, a framework is established in which some rational decision-making
could be accomplished.

In Section 5 the near-term results of the risk analysis are presented.
Both DoD and Service positions are presented.

Section 6 is a blueprint for the future of ISA standardization in DoD.
Unlike a standard blueprint, it is three-dimensional, with all three dim-
ensions in a state of change. It can be used as a master plan if the dim-
ensional domains are kept updated, and if decision-makers are ever-conscious
of the risk induced by the constant change.

-5-



SECTION 2 THE DEPARTMENT OF DEFENSE (DOD) ENVIRONMENT

2.1 The DoD vs Commercial Environment

The total environment of computer usage within the DoD includes a subset
common to industry at large and a subset peculiar to the operational environ-
ment of the services in their mission of National Defense. This is true of
other technologies and functions as well. For instance, some mission require-
ments of the Air Force Military Airlift Command (MAC) are similar to those of
commercial carriers. However, the systems to support the mission of the Air
Force include a much broader spectrum of Inter-Continental Ballistic Missiles,
Manned Bombers, and Fighters for which there is no direct commercial analog.
Similar analogies apply to the missions of the Army, Navy, and Marine Corps.

Just as results of DoD-sponsored research in jet engine technology to
obtain lighter weight and higher power for fighter aircraft is applied to
commercial aircraft production, so too is defense research in computer and
communications technology for strategic and tactical systems applied to the
commercial computer industry. The motivation of commercial aircraft
manufacturers is sales to commercial carriers, and the motivation of
commercial computer manufacturers is private sector sales. The motivation of
the DoD is adequate defense against the threat in both cases. Although cost
is central, no one advocates sending a commercial aircraft against hostile
fighters just because it's cheaper--there is no match. To the extent there is
mutual gain, there is reason for DoD to use commercial aircraft, and
naturally, during national emergency the commercial airlines will be used
where possible. The analogy applies to computers and communications as well.

In the past, the largest part of computer applications within DoD has been
for data processing in management information systems for personnel manage-
ment, financial management, office automation, records management, etc., simi-
lar to industry at large. Commercial computer systems, hardware, support
software, operating systems, data base management systems, etc., - are used
directly as a base for DoD and service application software. In some cases,
applications software can be the same. For these systems, DoD is a user of
"commercial" computer products just as is industry. Physical space is not
normally a problem, the computers need not be mobile, the physical environment
can be mechanically controlled, and normal commercial power is available.
Though system failure may be costly, interruptions are not a matter of life or
death or national security. Spares are not stocked by the government, nor are
government personnel generally trained specifically in maintenance of the
equipment. Requirements for systems of this type are expected to continue to
increase, and DoD will continue to rely on commercial computer products and
vendor support.

For computers used in the strategic and tactical units of the Army, Navy,
Air Force, and Marines, the DoD is more than just a user: DoD is the owner,
operator, and maintainer. Commercial sources of repair are generally not
acceptable or available aboard ship, at the battlefield, remote air bases, or
accompanying rapid deployment forces. It is in this environment that
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commercial computers often do not adequately fit the specifications or system
requirements. The focus of the remainder of this Section is on this
environment.

2.2 Service Operational Missions

The defense missions of the Services are distinct yet overlap in some
areas. The Air Force has primary responsibility for strategic aerospace
operations to include abilities to deny control of the air to the enemy forces
and provide ground and naval forces the assistance necessary for them to
control their environment. The Navy has primary responsibility for protection
of the sea lanes and in so doing carries aircraft aboard carriers, projects
the Marine Corps for amphibious operations, and operates the submarine force.
The Army has primary responsibility on land, but is reliant on the Air Force
for air transportation and airborne operations and the Navy for sea
transport. Each service contributes to the whole.

2.3 Mission Areas

In the functional or mission areas, again there are distinctions and over-
laps in functions to be performed. The implementation of functional systems
to carry out those missions overlaps because of the different tactical and
strategic situations. Broadly, the Mission Areas are:

Army: Command and control, air defense, fire support, intelligence
and electronic warfare, logistics, communications, close combat
(heavy), close combat (light), etc.

Navy: Maintenance of maritime superiority, protection of sea lines of
communication, projection of power ashore, providing nuclear
deterrence.

Air Force: Strategic aerospace offense, space operations, strategic aero-
space defense, close air support, air interdiction, counter air
operations, surveillance and reconnaissance, and special opera-
tions.

2.4 The Strategic and Tactical Environment

The strategic and tactical environment will be described in two parts--
the operational environment and the support environment--although they too
overlap. Much of the support environment is where the equipment is installed
and used-the operational environment.

The purpose of a combat system under control of its operators is to
detect, track, identify, evaluate and destroy hostile targets within its
battlefield sphere. To perform these functions, modern combat systems have,
as an integral part, many processing elements. These computers must remain
operative throughout a mission. Failure of one of these computers may render
a critical sensor or a weapon system inoperative. Equipment malfunctions at
a critical moment may cause failure of a mission and loss of many lives. In
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contrast, failure of a computer in most commercial applications or military

business and administrative applications causes temporary inconvenience or, at
worst, financial loss.

2.4.1 The Operational Environment

The- severe environment in which computers must operate may best be illus-
trated by one example and then generalized to others. This example, although

" taken from the Navy, might just as well be an Air Force tactical fighter deli-
vering missiles or warheads to an enemy target, or an Army tactical command
post being shelled by enemy artillery or mortars.

2.4.1.1 A Severe Example

rhe severe environment in which Navy aircraft must operate includes some

factors readily apparent and some not so obvious.

Anyone who has seen a launch and recovery of Navy airplanes does not need
to be convinced of the severe physical strain put on all systems by a catapult
launch and arrested landing. The shock of the steam catapult is diminished to
the extent possible, but to accelerate a 30 ton airplane from a dead stop to
nearly 150 miles per hour in less than 300 feet requires acceleration rated
many times that experienced by commercial aircraft. In addition to the brute
acceleration and shock produced by the catapult, the avionics aboard a Navy
aircraft must also withstand the tremendous vibration of the jet engines turn-
ing at full military power for several seconds just prior to launch. These
vibrations are unequaled in the commercial world.

The end of the mission is even more grueling than the beginning. The
arrestment of a Navy airplane on a carrier deck must be seen to be appreciated
(or believed). The operation has on occasion been described as a "controlled
crash". The aircraft literally hooks a large wire which is then payed out at
a rate designed to bring the aircraft to a stop in 350 feet! The steel deck
is frequently pitching and rolling and consequently the angle at which the
aircraft approaches is substantially higher than that used in any other

arena. The resulting shock when the aircraft hits the deck is extremely
severe. Once the aircraft is "trapped", the throttles are fully advanced to
provide the necessary thrust to get airborne in case of a "bolter" or missed
trap. This full throttle state introduces another period of intense vibration
for the few seconds it takes for the pilot to retard throttles.

The factors described above are readily evident to an observer. In addi-
tion to these factors, there are several other environmental conditions which
create their own separate destructiveness.

Automobile drivers in the snow belt are aware of the corrosion problem
related to salt. Of all environmental requirements leveled on Navy equipment,
the exposure to salt is probably the most severe. The tests during Navy

qualifications subject the equipment to the same salt exposure it would see in
several years of sea service. There is no similar requirement on commercial

equipment. Also, the heat and humidity found on a carrier deck in the torrid
zone are nearly unbelievable and create conditions rarely seen by commercial
equipment. A carrier's planes must always be ready. The ship must be able to
launch its air force without extensive preflight. Those same aircraft that
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have soaked all day in the tropic sun may be airborne in minutes and meeting
an enemy at 50,000 feet. The thermal shock alone would be sufficient to
damage most commercial equipment. Add to that freezing moisture and it adds
up to potential disaster.

In addition, there are "invisible" environments which can cause as many
problems as the visible ones. As the aircraft sits on the deck awaiting
launch, and during launches and recovery, it is constantly "painted" by the
invisible but extremely intense radar beams. Some of these beams contain
millions of watts of power and actually cause physical damage to avionics not
specifically designed to deal with it.

These factors have only addressed the difficult facts of life related to
operations based on aircraft carriers. Things get worse when one considers
that the mission of most Navy airplanes is combat. The shock induced by near
misses from flak batteries, the intense radiation from enemy jammers, the
vibration and shock of gunfire, the acceleration of afterburners, the hi-G
turns of air maneuvers, and the absolute necessity for reliable operation
combine to levy extreme requirements on the equipment carried aboard Navy
airplanes. The job of the Navy aircraft carrier is to project air power
anywhere in the world. This will frequently require operation in extremely
remote areas where the air groups of the carrier are the only "friendlies"
aloft. Navy fighter squadrons seldom practice "one-on-one" or "few-on-few"
tactics. They normally assume "one-on-few" or "few-on-many" conditions and
must be able to protect the carrier in the face of very stiff odds. Air
superiority is achieved to a great extent by superior electronics. Today's
carrier-borne fighter, the F-14 Tomcat, carries nearly as much electronics as
a Korean War battleship! This complex avionics suite is possible due to
weight and size reduction efforts unique to the military arena. Air
superiority also requires high reliability and ultimate performance. These
qualities are achieved only with the most careful design and Navy requirements
are intended to guarantee them to the extent practical.

One does not wish to imply that commercial hardware never achieves high
reliability or high performance. One usually finds that a great deal of this
high-reliability technology has its roots in high-reliability military
hardware built by the same manufacturer. The circuit designs, qualification
testing, etc., are all paid for by the Government during the development
phase, with the company selling the same or similar hardware on the commercial
market at a cost reduced by an amount equal to the qualification tests. The
degree of use in the commercial market tends to dictate the commercialization
of this equipment. Communications equipment, navigation sets and flight
instruments, for example, have significant commercial/military commonality.
Computer systems, on the other hand, until recently have not found widespread
use in commercial aircraft. One of the main shortfalls of commercial
computers is lack of physical and electromagnetic ruggedness. Vibration
analysis as well as actual use of commercial minicomputers on non-combat
mission aircraft have repeatedly shown that the circuit boards found in such

, computers cannot withstand the vibration of military aircraft use.

"" The invisible electromagnetic environment of ship's radar also causes
commercial computers to malfunction. The Navy has had a difficult time
ruggedizing militarized computers to withstand these beams. A commercial
computer would be completely disabled in short order. The intensity of these
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K' beams can be appreciated when one considers that test personnel must remember

to remove electronic wrist watches during flight deck electromagnetic
simulation testing lest the inner working of the watches be destroyed. This
is doubly significant since test personnel are required to stay on the fringes
on the test area where a personnel radiation hazard does not exist.

The last major factor is logistics support. As big as they are, aircraft
carriers are very crowded ships. The available space for spare parts is

extremely limited. The Navy requires utilization of the highest-reliability
parts obtainable in all equipment in order to reduce as much as possible the
repair parts inventory required. The Navy has invested a great effort over
the past two decades in the incorporation of common support equipment, that is
test equipment that can be used to troubleshoot many different types of equip-
ment. Most commercial equipment would require manual trouble-shooting or ex-
pensive adaptation. While the Department of Defense is pressing for system
commonality, the fact remains that most commercial computers cannot "converse"

without complex adaptation. By specifying common hardware and software, the
extensiveness of shipboard support is reduced. Aircraft carriers must be
self-sufficient. Remote operations such as the Indian Ocean make support of
failed hardware expensive.

These factors combine to place very stringent requirements on Navy
electronic systems. The Navy has always sought to minimize the expense of
systems by using commercial equipment where possible. The use of commercial
navigation radars on yard tug boats and the serious consideration given to
commercial weather radar for the reconnaissance version of the P-3 patrol
aircraft are good examples. At the present time, however, most commercially-
available avionics equipment is not rugged enough to withstand the demanding
Naval aviation environment.

2.4.1.2 Less Severe Examples

The SNAP (Ship Non-Tactical ADP) System is an example of commercial compu-
ter equipment ruggedized for shipboard use to meet less critical operating
requirements than those required of tactical military computer systems. This
is possible because SNAP is an off-line ADP data management system, and the
life or death of the ship in a battle environment is not directly dependent on
its continued operation. The Army's Decentralized Automated Service Support
System (DAS3) is another example of a ruggedized computer system used on the
battlefield to meet less critical operating requirements. These systems,
though business oriented, cannot use "commercial" hardware directly because
the equipment will not perform reliably in the shipboard and mobile ground
environments.

2.4.1.3 Comparison of Environments

Each of the Services conducts tests of equipment in various conditions and
has built an experience base by conducting "post mortems" on causes of micro-
electronic failure to the component level. For instance, since 1958, NAVSEA
has been conducting full scale shock test on every class of combatant.

" Calibrated underwater tests are employed to simulate combat stress and

identify vulnerable items. Table 2-1 lists the relative factors for weighting
the application versus environment (MIL-HDBK-217D, 15 Jan 82) while
conducting reliability analyses for predicting parts failure. Given any fixed
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TABLE 2-1: Application Environment Factor and Description

Stress
Environment Factor Description

Ground, 0.38 Nonmobile, laboratory environment readily accessible
Benign to maintenance; includes laboratory instruments and

test equipment, medical electronic equipment, bus-
iness and scientific computer complexes.

Ground 2.5 Conditions less than ideal such as installation in
Fixed permanent racks with adequate cooling air possible

installation in unheated buildings; includes perma-
nent installation of air traffic control, radar and
communications facilities, and missile silo ground
support equipment.

Ground, 4.2 Equipment installed on wheeled or tracked vehicles;Mobile includes tactical missile ground support equipment,

mobile communication equipment, tactical fire direc-
tion systems.

Space, 0.9 Earth orbital. Approached benign ground conditions.
Flight Vehicle neither under-powered flight nor in atmos-

pheric re-entry; includes satellites and shuttles.

Manpack 3.8 Portable electronic equipment being manually trans-
ported while in operation; includes portable field
communications equipment and laser designations and
rangefinders.

Naval, 4.0 Sheltered or below deck conditions, protected from
Sheltered weather; includes surface ships communication, com-

puter, and sonar equipment.

Naval, 5.7 Nonprotected surface shipborne equipment exposed
Unsheltered to weather conditions; includes most mounted equip-

ment and missile/projectile fire control equipment.

Naval, 6.3 Equipment immersed in salt water; includes sonar sen-
Undersea, sors and special purpose anti-submarine warfare
Unsheltered equipment.

Naval, 4.0 Equipment installed in submarines; includes naviga-
Submarine tion and launch control systems.

" Naval, 5.9 Equipment installed in a hydrofoil vessel.
* Hydrofoil
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TABLE 2-1: (Continued)

Stress
Environment Factor Description

Airborne, 3.5 Typical conditions in transport or bomber compart-
Inhabited, ments occupied by aircrew without environmental
Transport extremes of pressure, temperature, shock and vibra-

tion, and installed on long mission aircraft such as
transports or bombers.

Airborne, 7.0 Same as above but installed on high performance
Inhabited, aircraft such as fighters and intercepters.
Fighter

Airborne, 4.0 Bomb bay, equipment bay, tail, or where extreme
Uninhabited, pressure, vibration, and temperature cycling may
Transport be aggrevated by contamination from oil, hydraulic

fluid and engine exhaust. Installed on long mission
aircraft such as transports and bombers.

Airborne, 8.0 Same as above but installed on high performance
Uninhabited, aircraft such as fighters and intercepters.
Fighter

Airborne, 8.5 Equipment installed on helicopters; includes laser
Rotary Wing designators and fire control systems.

Missile, 13.0 Severe conditions related to missile launch (air and
Launch ground), and space vehicle boost into orbit, vehicle

re-entry and landing by parachute. Conditions may
also apply to rocket propulsion powered flight.

Cannon, 220.0 Extremely severe conditions related to cannon
Launch launching of 155mm and 5-inch guided projectiles.

Conditions apply from launch to target impact.

Undersea, 11.0 Conditions related to undersea torpedo mission and
Launch missile launch.

Missile, 3.9 Missiles in non-powered free flight.
Free Flight

Airbreathing 5.4 Conditions related to powered flight to air breath-
Missilb, ing missile; includes cruise missiles.
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quality level of part, the environment factor is a multiplicative factor for
expected failures vs. application and is used to calculate parts-reliability
or expected-failure-rate. The larger the factor, the more failures are
expected.

2.4.2 Requirements of the Operational Environment

The Services constantly review the threat against which they will
operate. Studies are performed to balance the structure of units, the number
of units, the systems and their number, and the system requirements to counter
the threat. New system developments or modifications of old systems are based
on these studies. Total life-cycle costs, not just initial acquisition costs,
are considered. In fact, the majority of costs come in the operation and
maintenance phase, particularly for software-intensive systems.

The reliability of equipment and its operational availability directly
effect the number of units needed. Once the number of units, their doctrine
and tactics, and the number of systems are determined to meet the threat, the
readiness goal of the unit is set. Naturally, the readiness of the Services
to perform their mission is negatively impacted by the down-time of their
systems and equipment.

The engineering requirements derived from the operational scenarios are
placed in a system specification and an acquisition stiategy is developed.
Some of the specifications may be developed by testing during the system
development. A discussion of some of the requirements follows:

- Enclosures

- Survivability and Vulnerability
- Interoperability
- Interchangeability
- Reliability
- Maintainability
- Hardening

S- Vibration, Acceleration, Shock
- Thermal
- Power, Size, and Weight

2.4.2.1 Enclosures

Enclosures include man-packs, projectiles, torpedoes, missiles, tracked
and amphibious vehicles, mobile and air-droppable shelters, aircraft, ships,
submarines, buildings, trailers, etc. Exposure and protection afforded the
equipment derives from where and how it is to be employed (see Section
2.4.1.3).

2.4.2.2 Survivability and Vulnerability

Defense systems must be designed to operate in hostile environments--both

man-made (e.g., laser or nuclear weapons, etc.) and natural (e.g., dust, rain,
or natural space radiation, etc.). The survivability of a system is its
capability to avoid or withstand these hostile environments without suffering
degradation or malfunction which could impair its ability to accomplish its
designated mission. Specifically, survivability includes the ability to
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withstand the effects of blast, heat, radiation, electromagnetic pulse (EMP),
friendly and enemy electromagnetic interference, etc., and the ability of the
system or unit to fail or repair itself in a predicted manner and to be
reconstituted. Computer systems in strategic and tactical units, particularly
in networks, and their software are specially designed to overcome these known
effects. Vulnerability is a measure of the system's lack of resistance to
these known effects. Unit survivability is directly related to the
functioning of its key systems. Interchangeability of computers and parts
assists in survivability of key systems.

2.4.2.3 Interoperability

. In a broad sense, interoperability can be confused with hardware
interchangeability. Generally, interoperability, when used in connection with
systems which exchange data refers to the ability of two systems to exchange
data and understand the relationships between these data objects. An approach
used in DoD achieves interoperability by exchanging data in "messages" of

*pre-defined formats which allow data elements to be recognized and processed
automatically. The future requires that systems in the strategic and tactical
environment operate as a network of systems. Commanders must have accurate
and timely data on which to base decisions and fight their units. Common
hardware and software greatly facilitates interoperability. Open and closed
system network architectures, will greatly facilitate interoperability and
reduce the amount of different software to be fielded in command and control
and sensor systems that must exchange data. However, data in common message
formats can be exchanged over data links by systems with dissimilar hardware
and software.

2.4.2.4 Interchangeability

For some time, the Services have acquired common items that allow some
degree of interchangeability. This is true with tires, engines, trailers,
etc. They are procured competitively to specifications which allow inter-
changeability-the ability to substitute one item for another. Common
ammunition of dissimilar weapons is an example.

Because commercial computer manufacturer's instruction set architectures
are proprietary and protected, there has been relatively little interchange-
ability of computers in defense systems except where identical computers are
used (generally from the same production line and within the same system).
This has also limited competition (the ability to compete) for like items.
For systems at sea and on the battlefield, being able to interchange LRUs
(line-replaceable units) will enhance the survivability of units by allowing
the most important systems to be kept in operation even when resupply cannot
be accomplished.

2.4.2.5 Reliability

Perhaps the most important consideration in hardware design is its relia-
bility. Reliability is the probability that a part, assembly, equipment
(i.e., box), or system will perform for a specified interval under stated
conditions with no malfunction or degradations that required corrective
maintenance action. Reliability considerations are addressed at the earliest
stages to establish design objectives. This process begins with the selection
of piece-parts that will be used in hardware.
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Through continued analysis of failures, a complete set of tests and speci-
fications has been developed over the years to assure that electronic parts
meet the requirements of the environment.

Components procured to these specifications are referred to as MIL-SPEC
parts. Table 2-2 is reproduced from MIL-HDBK-271D (Jan 82) to point out two
significant factors: One, there is a complete set of specifications from
which to choose, so that over-qualified parts are not specified. Two, the
effective reliability is greatly increased with additional screening, tempera-
ture, and vibration testing and burn-in to remove infant mortality. Note that
the higher the quality factor, the more likely a part will fail.

TABLE 2-2: Quality Factors

Quality Quality
Level Factor Description

S 0.5 Procured in full accordance with MIL-M-38510, Class S re-
(Best) quirements.

B 1.0 Procured in full accordance with MIL-M-38510, Class B
requirements.

B-O 2.0 Procured in full accordance with MIL-M-38510, Class B
requirements, except that device is not listed on Quali-
fied Products List (QPL). The device shall be tested to
all the electrical requirements (parameters, conditions
and limits) of the applicable MIL-M-38510 slash sheet. No
waivers are allowed except current and valid generic
data * may be substituted for Groups C and D.

B-I 3.0 Procured to all the screening requirements of MIL-STD-883,
Method 5004, Class B and in accordance with electrical
requirements of MIL-M-38510, DESC (Defense Electronic
Supply Center) drawings, or vendor/contractor electrical
parameters. The device shall be tested to all the quality
conformance requirements of MIL-STD-883, Method 5005,
Class B. No waivers are allowed except current and valid
generic data* may be substituted for Groups C and D. This
category applies to DESC drawings and contractor prepared
specification control drawings (SCDs) containing the above
B-1 screening and quality conformance requirements.

* B-2 6.5 Procured to vendor's equivalent of the screening require-
ments of MIL-STD-883, Method 5004, Class B, and in accor-
dance with the vendor's electrical parameters and vendor's
equivalent quality conformance requirements of MIL-STD-883
Method 5005, Class B. Applies to contractor prepared SCDs
containing the above B-2 screening and quality conformance
requirements.
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TABLE 2-2: (Continued)

QUALITY QUALITY
LEVEL FACTOR DESCRIPTION

C 8.0 Procured in full accordance with MIL-M-38510, Class C
requirements.

C-i 13.0 Procured to screening requirments of MIL-STD-883, Method
5004, Class C and the qualification requirements of Method
5005, Class C. Generic data may be substituted for Groups
C and D.

D 17.5 Hermetically sealed part with no screening beyond the
manufacturer's regular quality assurance practices; parts
encapsulated with organic material.**

. D-1 35.0 Commercial (or non-mil standard) part, encapsulated or
(Worst) sealed with organic materials (e.g., epoxy, silicone or

phenolic).

* Group C generic data must be on data codes no more than one year old and on

a die in the same microcircuit group (see appendix E of MIL-M-38510) with
the same material, design and process, and from the same plant as the die
represented. Group D generic data must be on data codes no more than one
year old and on the same package type (see Section 2.1.3.12 of MIL-M-38510)
and from the same plant as the package represented.

** All encapsulated devices must be subjected to 160 hr. burn-in at 125 0C,
10 temperature cycles (-550C to 125 0C) with end point-electricals, and
high-temperature continuity test at 1000 C.

The additional testing for MIL-SPEC components is not without cost;
however, this cost is returned duriag the life cycle in purchase of less
spares and having equipment that meets the required operational availability
of equipment. Normal commercial testing is not sufficient to demonstrate the
reliability required in the operational environment.

Commercial chips are initially designed, for the most part, for commercial
functions and environments. If the device is a new technology, new manufac-
turing methods and equipment are used and there is a period of initial "shake-
down" use. Some semiconductor technologies are better suited to military
operational environments. If the device is to withstand the more rugged
environments, it may require redesign, but the basic processes from "CAD-CAM"
(Computer Aided Design-Computer Aided Manufacturing) design--wafer
fabrication, probing, scribing, wafer-breaking, cleaning, die mounting, wire
mounting, wire bonding and wire pull are basically the same for commercial and
military systems. At this point, for rugged requirements, the type carrier is
non-porous, the process inspections increase, the chips are cycled over the
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temperature range with end-point electrical tests and the chips are burned in
to reduce infant mortality. Experience has shown failures to decrease greatly

with this process (see Table 2-3).

p
TABLE 2-3: Cost/Degrees of Testing

Failure Rate 100 UP
Type Qual Multiplier Cost

Comercial 35.0 $10.00
Commercial (with burn-in) 17.5
MIL-SPEC (Class C - no burn-in) 8.0 $19.00
MIL-SPEC (Class B - with burn-in 6.5 $22.00

Vendor Criteria)
MIL-SPEC (Class B - with burn-in 1.0 $61.40

JAN Criteria)

In spite of these additional costs, the life-cycle cost of computers goes
down and the operational availability goes up with fewer failures. The other
engineering design costs for temperature, humidity, TEMPEST, nuclear surviva-
bility, vibration, LSA and data, plus testing of the computer for its intended
environment overshadow these costs. These costs are repaid in increased
operational availability and reduced sparing costs, as shown later.

The e"vixonmental factors directly affect the number of failures of
chips. As an example, the equation for predicting the number of failures
(\p) failures per 106 hours is (for a monolithic bipolar and MOS random
logic LSI and microprocessor devices equal to or greater than 100 gates):

XP - 1I0 [C11IT1lV11 + (C 2 + CS)fE]IUL WHERE P

n0 - QUALITY FACTOR (SEE TABLE 2-2)

riT = JUNCTION TEMPERATURE FACTOR I

rnv - VOLTAGE FACTOR

Ilr n ROM AND PROM PROGRAMMING TECHNIQUE FACTOR p

1 1E - ENVIRONMENT FACTOR (SEE TABLE 2-1)

- LEARNING CURVE FACTOR

C1 , C2 , C$ ARE EMPIRICAL COEFFICIENTS BASED ON THE COMPLEXITY OF THE DEVICE.
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The following specific example is given on page 5.1.2.6-1 of MIL-HDBK-217D:

Description: An 8192 N-channel MOS UV-EPROM in a Ground Fixed application,
unction temperature of 550C, procured to vendor equivalent
-2 Quality level. The production line has been in continuous

production. The device is a ceramic/metal DIP (Dual-Inline
Proccessor), solder hermetic package with 24 pins.

Factors: The following factors are taken from various tables of the
above-mentioned handbook, The tables for environmental and
quality factors are shown in this document (Tables 2-1 and 2-2,
respectively).

1l, (QUALITY FACTOR B-2) - 6.5

i (BENIGN ENVIRONMENT) - 0.38

li E (GROUND FIXED ENVIRONMENT) - 2.5

I (GROUND MOBILE ENVIRONMENT) = 4.2

lit (JUNCTION TEMPERATURE FACTOR) - 0.71

l' (VOLTAGE FACTOR) - 1.0

r 1 L (LEARNING CURVE FACTOR) - 1.0

riFT (PROGRAMMING TECHNIQUE FACTOR)- 1.56

C1 - 0.055

C2 - 0.0024

C3 , 0.009

X"(Ground Fixed) - 6.5 [(0.55)(0.71)(1.0)(1.56) + (0.0024 + 0.009)(2.5)] 1.0
- .58 failures in 106 hours.

Xp(Benign) - 6.5[0.055)(0.71)(1.0)(1.56) + (0.0024 + 0.009)(0.38)]1.0
- .424 failures in 106 hours.

Xp(Ground Mobile) - 6.5[(0.055)(0.71)(1.0)(1.56) + (0.0024 + 0.009)(4.2)] 1.0
- .7072 failures in 106 hours.

Therefore, the percentage increase from the benign to the ground mobile

with all other factors held constant is approximately 67%. The percentage
increase from ground fixed to ground mobile is approximately 22%.
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It is often stated that commercial computers are becoming more reliable

and should be used directly. They are becoming more reliable, but the opera-

tional environment degrades their reliability even at the. chip level. Merely
increasing the level of integration does not improve this reliability linear-
ly. In fact, adding circuit complexity is a tradeoff with reliability. Some
improvement in reliability is obtained by using computers with fewer chips,
however, experience to date shows that about the same number of chips are used

because of increased requirements in most applications.

2.4.2.6 Maintainability

Maintainability is a characteristic of design and installation which is

expressed as the probability that an item will be retained in or restored to a
specified condition, within a given period of time, when the maintenance is
performed in accordance with prescribed procedures and resources. Engineering
for maintainability must also consider how often maintenance tasks must be
performed, the skill level of the maintainer, and the time required to do the
job. It has a direct bearing on the total system's life-cycle cost.
Acquisition costs are one-time costs; maintenance costs are recurring.

The maintainability parameter is a measure of ease with which a system can
be repaired or maintained. Commercial technology focuses upon equipment which
is repaired at the factory or on the customers' premises. The Services must
train maintainers and plan for maintenance under operational conditions.
Recall that for most of these systems, the Services must have the capability
to restore its systems to operation. They are the owner, operator, and
maintainer. Military systems are repaired as far forward in the battle area
as possible. If the equipment cannot be repaired, it must be evacuated and
replacement brought forward. This requires diagnostics and fault isolation to
the line-replacable unit (LRU) at the Unit level. This affects design,
reliability, and need for test equipment. This drives a need for
built-in-test capability for computers used in deployable systems.

2.4.2.7 Hardening (Radiation, EMI, EMP, TEMPEST)

Hardening is the measure of the ability of a system to withstand exposure
to one or more of the effects of either nuclear or non-nuclear weapons and
other environmental factors. Thus, the vulnerability of a system is a measure
of its hardness when exposed to those threatening environments. The design
engineers must take the system's vulnerabilities into account and minimize
them by hardening techniques.

Hardening against nuclear effects starts at the piece-part level. Parts
are used which are characteristically less susceptible to radiation effects.
As an example, junction-isolated integrated circuits are used because they are
less susceptible to radiation effects than other integrated circuits. Major-
ity carrier devices, such as field effect transistors, are used in lieu of
bipolar transistors where possible because the decrease in minority carrier
lifetime caused by radiation does not severely degrade its performance. After
piece-part selection, the next step in designing hardened equipment is proper
circuit design. The circuits should be designed to take into account the
unavoidable but predictable degradation caused within the piece-parts by
radiation exposure.
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Hardening for non-nuclear effects can be provided in a number of ways.
Blast effects are reduced by providing redundant structures and designing the
system with a high degree of stress and structural safety margins. Thermal
and laser effects can be compensated for by proper use of materials,
processers, skin thickness, and thermal coatings (e.g., reflective paint,
etc.).

The threat from visual, infrared, audible and electromagnetic detection
systems can also be minimized. Camouflage or contrast-reducing paint, low
emission metals and coatings and noise reduction techniques help. Electro-
magnetic detection can be overcome by reducing radar cross-sections, using
radio frequency absorbing materials and paints, and providing electronic
countermeasure (ECM) equipment to jam detection systems. Based on the

* system's mission, a combination of methods must be used to address the variety
of threats to establish appropriate level of hardening.

2.4.2.8 Vibration, Acceleration, Shock

The physical location and use of computers in tactical and strategic sys-
tems determines the specifications for vibration, acceleration and shock that
must be endured. There are wide variations within the same system and across
systems derived from the intended use and the systems environmental require-
ments. For instance, a missile system may include the missile itself with
extensive computers for control and guidance, a launch vehicle, ground control
stations and command and control computers.

Battlefield computers are expected to operate in helicopters, missiles,
self-propelled guns, tanks, armored personnel carriers used as tactical
command posts, open vehicles for resupply or troop movement, and to withstand
blasts from mines from opposing artillery which otherwise does not render the
carrier inoperative. Army equipment is expected to pass vibration tests
representative of that environment such as:

(1) 40 Gs for 11 milliseconds,
(2) impact tests in transit cases,
(3) 2 Gs for over 5 to 2,000 hertz.

Aboard naval ships, computers are subjected to repeated shocks of a ship
moving through high seas, severe shock resulting from naval gunfire, under-
water explosions (mines and torpedoes) and continuous structural vibration
from the ship's propellers and proximity to other equipment.

In aircraft and ICBMs (Intercontinental Ballistic Missiles), there are a
different vibration spectra, acceleration and shock environments. Aircraft
operated aboard carriers and assisted by catapult derive a different set of
specifications than those whose function is transport. Jet engines with
afterburners add to the severity of requirements.

2.4.2.9 Thermal Requirements

Thermal requirements are derived both from heat generated by the equipment
itself and the ambient in which the equipment must operate. The temperature
requirement is one of the most severe and related directly to reliability and
future performance of the equipment. These requirements are obtained from the
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mission profile of the system. Thermal requirements are compounded by other
requirements. For instance, the requirements of dust and humidity, both of
which require the unit to be sealed to prevent shorts, prevent the majority of
strategic and tactical systems from using equipment which is cooled by blowing
ambient air over the components. Likewise EMI, EMP and TEMPEST requirements
require shielding. Sometimes liquid nitrogen, water or conditioned air is
necessary, but then the functioning of auxiliary cooling systems affects the
reliability and operational availability of the equipment.

Operational computers must be mechanically designed to meet thermal shock
resulting from rapid changes of temperature within its normal operating
range. Coefficients of expansion of base materials must be similar to prevent
the minute connections of integrated circuits from breakage and failure.

2.4.2.10 Size, Weight, and Power

The environment of strategic and tactical systems places exacting demands
on these critical factors. In aircraft, size, weight, power and form factors
exact a price from other components of the system. Higher power requires more
generators, weight more thrust, and size becomes important in the cockpit.
For the Army which must carry generators, operate from vehicular-supplied
power (and provide batteries for hand-held devices and generator failure) or
other devices, size, weight, and power exact a toll in requirements for other
items. Commercial power, though expensive, it not a critical factor in the
design of commercial computers. With the advent of VLSI, these factors are
continuing to diminish in importance, but will always be more important for
tactical systems. Tactical computers must be designed to operate in a predic-
ted fashion with the inevitable power interruptions which occur. Failures in
real-time systems cannot be allowed to destroy programs in memory or disrupt
data bases where power failures occur nor compute erroneous results as power
returns.

2.4.2.11 Summary

The operational environment of strategic and tactical units has many added
requirements. Commercial computer hardware cannot be used directly as is
because of increased failures caused by the environment. DoD, through failure
analysis and testing, has quantified the effects of the environment on various
components. Varying degrees of militarization are required based on the
systems application.

2.5 Maintenance Concepts vs Operational Requirements

The development of any DoD system is guided principally by system
operational requirements, the development of which is derived from the threat
analysis as pointed out previously. The Statement of Operational Need (SON)
establishes the minimum essential operational, technical, personnel, training,
logistic and requirements needed to develop, support and operate the system.
Therefore, the requirements for the development and/or acquisition of all
computer resources for deployable units, whether as components of weapon
systems, communications and command and control systems, or as separate end
items, originate as operational requirements. The maintenance and support
requirements are then determined by operational requirements and all system
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maintenance and support must conform to the concepts and organizations
developed for the Service units which will employ the system.

2.5.1 The Logistics Environment

From the operational environment discussion it was concluded that there is
a broad spectrum of computer usage in deployable units. Size, location, oper-
ational environment, support environment, and application all affect equipment
and maintenance process. Certain classes of systems seem to fit a particular
maintenance concept but there are always exceptions even within the same
system. For instance, on the battlefield, a computer specified for a missile
system may provide information to a ground station in a van. The results of a
failure and the environment are different for each. In the avionics environ-
ment there are broad statements which can be made about Air Force aircraft
being deployed generally in one type unit and centralized maintenance being
the preferred concept. Yet, there are many different kinds of aircraft:
spacecraft, transports, fighters, helicopters. Take helicopters: between the
Services helicopters are used for completely different purposes. The Army has
attack helicopters, used in close ground support (and others), the Navy uses
helicopters at sea, and the Air Force may have to travel great distances to
retrieve downed pilots. Where possible, the Services combine their require-
ments for economy. For space and weight requirements, avionics systems have
tended not to standardize form factor. For economics where possible, support
software and instruction set architectures have been specified. Aircraft, in
general, do return to a central point for maintenance.

Aboard ship where space is limited, form factors and spares have been
specified by the Navy because of the Logistics environment. This is amplified
in Section 4. A ship's mission length is extremely long compared to that of a
fighter.

The Army currently has a proliferation of computer types for the battle-
field and is moving to reduce that proliferation for economies of scale. The
Army carries its support with it in general and repairs equipment on site when
feasible due to the fact that supply and transportation lines are often
severed during battle conditions. Without performing repairs on-site,
operational availability could not be maintained. The Divisions of the Army
have most types of systems in the Army inventory, and proliferation increases
the size of the support units required. The benefits from reducing this pro-
liferation are amplified in Section 4. It should be noted that Army wartime
systems are maintained by "green suit" personnel while many of the peacetime
systems use civilian contractors.

The operational environment in which a specific computer system is to
operate significantly impacts the maintenance concepts which will be employed
to support the system. Those weapon systems used in forward areas, such as
components of tanks, aircraft, ships, artillery or battle management systems,
may require maintenance by "black box" (LRU) replacement. This provides
effective organizational maintenance and allows the components to maintain
environmental and nuclear hardening integrity until they can be removed to a
maintenance center with the required equipment and environment to "open" these
components. The size of the LRU must be traded off against the cost of
spares. Conversely, some computers cannot be moved to a maintenance facility
and require diagnostic equipment, and spares on location to allow fault
isolation and component replacement down to the printed circuit and/or "plug-
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in" module. Most tactical computers make extensive use of BIT/BITE which
locates and isolates faults down to a group of boards or to a single board
level.

2.5.2 Logistic Considerations

The LSAR is a data system for documenting the Logistic Support Analysis
(LSA). It is comprised of analysis worksheets, programs, computer-generated
outputs, and associated instructions. It provides input to technical publi-
cations, manpower requirements, training programs, support equipment, and
Test, Measurement and Diagnostic Equipment (TMDE) requirements. It also
provides for transportation and transportability requirements, facilities
requirements, and provisioning technical documentation. The LSA is begun at
system initiation and kept current through the life of the system based on
overhaul programs, producibility engineering and planning, sample data
collection, Modification Work Orders, product improvements and field data
feedback.

While the basic logistics concepts of any system are derived from the
operational requirements, the specific detailed logistics support data comes
from the Logistic Support Analysis (LSA) process. The LSA process, described
in MIL-STD-1388-1/2 (and other Service regulations), is the logistic
analytical effort implemented within the system engineering process. It
includes the use of the necessary analytical tools and models to:

- Develop and evaluate alternative support concepts.
- Project manpower and personnel impact.
- Perform tradeoffs between system design and ILS (Integrated Logistics

Support) elements and tradeoffs among ILS elements.
- Integrate support planning and design.
- Measure Life-Cycle Cost (LCC) impact of materiel and support system

alternatives.

The LSAR also serves as a checklist of the decisions required to identify
support requirements and evaluate the supportability of system/equipment
design.

2.5.3 Maintenance Concepts

Table 2-4 and Figure 2-1 show various concepts for keeping equipment in
operation. The equipment location may be a ship, airplane, a self-propelled
gun, or a command and control shelter capable of deployment on a moment'
notice. Regardless of the repair or replace concept, enough spares must be
available to keep the equipment in operation for the duration of the mission
assigned to the unit (see discussion of Operational Availability, Section
2.5.4.1). Spares are then stocked at various unit locations depending on the
most cost effective maintenance concept for the system.

Recall that the Services become the owner, operator, and maintainer of
these systems. During the initial phases of system introduction, contractor
support may be employed, new equipment teams visit the units and conduct
training. Later schools are set up to train soldiers, sailors, and airmen as
replacements for those who will rotate from the operational units. Spares are
then stocked in supply channels and normal maintenance procedures take over.
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TABLE 2-4: Maintenance Concepts

1. Discard LRU at failure.
2. Replace modules at ORG. Scrap bad modules.
3. Replace modules at INT. Scrap bad modules.
4. Replace modules at Depot. Scrap bad modules.
5. Replace modules at ORG. Repair modules at INT.
6. Replace modules ar ORG. Repair modules at Depot.
7. Replace parts at INT.
8. Replace modules at INT. Repair modules at Depot.
9. Replace parts at Depot.
10. Replace parts at ORG.
11. Replace modules at Equipment. Scrap bad modules.
12. Replace modules at Equipment. Repair modules at ORG.
13. Replace modules at Equipment. Repair modules at INT.
14. Replace modules at Equipment. Repair modules at Depot.
15. Replace modules at Contractor. Scrap bad modules.
16. Replace modules at Equipment. Repair modules at Contractor.
17. Replace modules at ORG. Repair modules at Contractor.
18. Replace modules at INT. Repair modules at Contractor.
19. Replace parts at Contractor.
20. Recheck LRU at ORG. Scrap bad LRU.
21. Recheck LRU at ORG. Replace modules at INT. Scrap bad modules.
22. Recheck LRU at ORG. Replace modules at Depot. Scrap bad modules.
23. Recheck LRU at ORG. Replace modules parts at INT.
24. Recheck LRU at ORG. Replace modules at INT. Repair modules at Depot.
25. Recheck LRU at ORG. Replace parts at Depot.
26. Recheck LRU at ORG. Replace modules at Contractor. Scrap bad modules.
27. Recheck LRU at ORG. Replace modules at INT. Repair modules at Contractor.
28. Recheck LRU at ORG. Replace parts at Contractor.
29. Replace LRU at ORG. Repair System.
30. Replace PCB (in LRU) at Intermediate Forward. Repair LRU.
31. Repair PCB at GS, EAC or Depot. Replace components.
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FIGURE 2-1: Maintenance Concepts

*IConcept /Equipment /Organization /Intermediate /Depot /Contractor/

1. E(D)
2. E--------->E-->14(D)
3. E------------------------>E-->M(D)
4. E3------------------------------------>E-->M(D)
5. E --------->Z ------------- M-R
6. E --------->E -------------------------- M>
7. E ------------------------ E-R
8. E ------------------------>E ----------- M-R
9. E ------------------------------------>->
10. E ---- E-R
11. E-->M(D)
12. E --------- M-R
13. Z --------------- -------- -- R
14. E ----------------------------------- M R
15. 3--------------------------------------------------------->E(D)
16. E ---------------------------------------------->->
17. E3 ------- >E -- ---------------------------------- >--

18. E3-- ---- ----- -------- >-------------------- ->E-->R

22. 3 ---------- ------------------------------ E->

23. E------->E -- ---------- >E-->R(D
242. E ----- >E ------------ E----------------- >- 14D

25. E3-- --- >---- ----------------------------- >M- R

26. E --------- >E---- ----- --------------------------- >E-->M(D)
27. 3--->------- E ------------ >E----------------------- >M-->R
28. E3--------->E ------------------------------------- >--

Legend: 9 - Equipmemt or LRtJ R - Replaced at that location
M - Module (D)-n Discard

Note that regardless of the maintenance concept (which is developed f or -

cost effectiveness), two things are important: -

(1) Replacement spares must be available to keep the system in operation
even if the failed part is discarded, and

(2) Reliability of the equipment and mission duration determine the num-
ber of spares to be stocked.

* Even if contractor repair of the failed equipment or spares is chosen, the
* readiness of the unit and operational availability of the equipment is

determined by the availability of spares and whether in peacetime or at war.

At the equipment site, the time to return a system to an operational
state depends on the availability of trained maintenance personnel, the main -
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tainability of the equipment, and the availability of spares. Note that if a
part is modified, the operator training, the Built-in-Test capability (diag-
nostics) and any automatic test equipment along the repair chain must be modi-
fied and the system purged of old spares. It is these costs that offset the
costs of making changes to stay up with the latest technology, as long as the
original system meets the requirement.

2.5.4 Maintenance Concept Drivers

During the development of any maintenance concept, the "drivers" stem
from:

- The operational availability required of the system,
- The environment of system maintenance, and
- Cost effectiveness of sparing and repair concept.

2.5.5 Operational Availability

Operational Availability (Ao) is defined as the probability that, when
used under stated conditions in an actual operational en'ironment, a system
will operate satisfactorily at any time. It is expressed as:

Ao " MTBF/(MTBF + MLDT)

where MTBF is the mean-time-between-failures (expressed in hours) and MLDT is
the mean-logistic-down-time, which includes all logistic down time resulting
from maintenance, supply, transportation and administrative actions.

When one reviews the current state-of-the-art for computer devices, it is
apparent that the solid state components currently used, when coupled with
available manufacturing techniques, and the redundant circuitry can (and does)
provide increases in MTBF compared to older electronic devices. Table 2-5
depicts the Ao achievable with MTBFs of 1,000 to 10,000 hours and MLDT of 0
to 90 days.

TABLE 2-5: Ao vs. MLDT

MTBF (hours)

MLDT 10k 5K 2.5K 1K
Da.-Hrs. Ao  Ao  Ao  Ao

5-120 .988 .976 .954 .892
15-360 .965 .932 .874 .735
30-720 .932 .874 .776 .581
45-1080 .902 .822 .698 .480
60-1440 .874 .776 .634 .409
75-1800 .847 .735 .581 .357
90-2160 .822 .698 .536 .316
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While it is apparent that the steadily increasing MTBFs available through
current technology can make significant improvement in Ao, it is also notice-
able that the MLDT must be kept low. Small decreases in computer Ao can have
significant impact on system availability. Also of importance here, as the
number of computer models increase, the number of separate repair parts,
different maintenance skills, different fault isolation techniques, mainte-
nance manuals and test devices will increase.

The operational availability of the major weapons and support systems are
determined by the users' operational requirements. System operational availa-
bility is determined by the individual failure rates and downtime of its
parts. This, in turn, statistically drives the operational availability and
reliability requirements of embedded computer devices even higher.

Reliability is by nature expensive, but this is essentially a "designed-
in", "front-end", one-time development expense, which is significantly offset
by the maintenance and supply cost avoidances which will be achieved through-
out the system life cycle.

Logistic responsiveness (which determines NLDT) in the operational availa-
bility equation, is composed of a number of subfactors, all of which are also

cost drivars. These include:

- Provisioning - the process of having the right repair parts, in the
right quantities, at the proper location is the most critical, and most
expensive of the cost drivers.

- Maintainability -- which must be designed into the system. This in-
cludes the development of adequate built-in-test-equipment (BITE) to
fault-isolate the system, the use of modular construction techniques to
facilitate repair, and the provision of the means to access replaceable
components and test points.

- Personnel and training - paramount to maintaining logistic responsive-
ness will be having the appropriate numbers of adequately trained
personnel available for maintenance and supply operations for each
system,

The maintenance concept and sparing costs depend on the potential density
of computers as well as the reliability of the computers. There are a number
of intangible factors such as "maintainer familiarity"--that is, people who
operate the equipment and know how to fix it--training, user-machine
interface, etc.

The compelling reasons for embedded computer hardware standardization for
certain mission areas in the Army and Navy are operational availability, in-
creased capability, and economics.

As stated before, once the number of units, their structure, and weapons
are determined, the operational availability (readiness) of units and complete
systems is determined by the operational availability of its equipment.

The standard criterion for most Navy systems is self-sufficiency over a
90-day mission. Perhaps the most complex environment relative to resupply of
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failed parts is the case of the Ballistic Missile Submarine. Here completion
" of an assigned mission, critical to the national defense posture, requires

that this particular weapons platform sustain itself for continuing periods of
up to six months or more. This sustaining capacity must be obtained within
constraints of a compacted submerged vessel, restricted severely in both space
and the number of personnel carried. Standardizaton of computer resources,
with its inherent commonality of on-board components and maintenance proce-
dures, is a force multiplier, thereby producing efficient utilization of

* scarce space and skill level resources. Additional spares and personnel
skills cannot be brought in to augment core capabilities because of the
absolute necessity of the SSBN to remain in a covert status. Compromising
capabilities of tactical units by relaxing essential requirements is not an
alternative.

Mean time to requisition spares turns out be very critical. It can vary
from a few minutes (if the spares are readily available) to up to 500 hours or
more (if spares have to be flown, shipped, or convoyed in). This actual time
can vary extensively around the mean. Consequently, high operational availa-
bility is not only a function of reliability but also, more importantly, how
fast a failed unit can be restored to operations. This is strongly dependent
on the availability of spares or cannibalizing less critical systems to keep
the most important ones operating if hardware is common.

Specifications associated with the Navy's standard mainframe computer,
the AN/UYK-43, establish that the mean probability of continued operation
without failure during a 90-day mission is 70 percent. Obviously, repair
provisions must be made to attain a reasonable operational availability.
Table 2-6 indicates that when no spares are carried on-board, repair will
require around 500 hours and the operational availability will only be 0.879.

TABLE 2-6: Available Spares Affect Ao and Cost

No 50% of One Spare
On-Board LRU Types for Each LRU
Spares On-Board Type On-Board

Operational
Availability 0.879 0.968 0.998

Spared
Quantity 0 27 54

On-Board
Spares Cost 0 $81,250 $162,500

A 50 percent availability of on-board spares will yield 10 percent
improvement in mission availability at a cost of $81,250. High-end sparing of
one spare for each logistically replaceable unit will bring the computer
almost to the 0.999 availability goal. This is only achieved at a cost in
spare parts carried on-board approaching one-half the original cost of the
computer. The 6000-hour specified reliability of the AN/UYK-43 and -44 yields
a 0.30 chance of its failing during a 90-day mission or an Ao of 70%.
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Installation of more than one computer of the same type on board the same
ship modifies spares and related cost analyses. Derivation of this impact can
be made by first establishing the cost of on-board spares for a single compu-
ter system. Figure 2-2 shows a sparing curve representative of the AN/UYK-43
and AN/UYK-44. Examination of the low end, with one computer on board,
indicates that approximately 50 percent of the line-replaceable unit (LRU)
types are authorized to be carried on board. These spares are termed

* technical override spares". They are the minimum number of spares to ensure
* that in the event of failure, computer programs can be loaded and the

maintenance processor can be made to run so that the computer has the
capability to diagnose itself. This basic set of "technical override spares"
must be on board, whether the ship carries only one or fifty of the same
computer. Consequently, an additional unique set of "technical override
spares" is needed to support each different computer type carried on board.

The cost of these minimal spares (shown on the bottom of Figure 2-2) is
based on a ten-year projection of the use of the AN/UYK-43 mainframe and the
AN/UYK-44 minicomputer. Using the population assumptions of 1500 AN/UYK-43s
on 250 ships and 20,000 AN/UYK-44s on 500 ships, the very minimum (assuming
only two basic types of computers from the same family) fleet-wide technical
override sparing cost will be approximately 30 million dollars. Obviously, as
the number of unique types of computer increases, the cost associated with the
minimum sparing requirements increases proportionally. It should also be
noted that this minimal "technical override sparing" is still not sufficient
to satisfy the needed Ao of 0.999. Computer proliferation would levy an
unacceptable economic burden on the Navy based solely on the cost of
satisfying fleet-wide sparing requirements. Additional costs associated with
program elements such as support software, training, in-service engineering,
and the loss of large volume production cost breaks further exacerbate the
already unacceptable economic burden.

The Army has studied the proliferation problem for some time. The Mili-
tary Computer Family (MCF) program was undertaken to derive the benefits from
competition with a vendor-independent ISAs and to provide common hardware for
as many systems as possible. The common ISA allows competition for hardware
at different levels of hardening, while preserving software compatibility and
increasing competition for those requirements MCF will not meet.

For example, the AN-UYK-19(V) is a computer built around a commercial
instruction set architecture. There is only one producer. In 1977, a user
survey revealed 34 versions of the same computer in 22 different developmental
systems. The modules were not interchangeable nor were the chassis similar.
The Army standardized the boxes and cards at a cost of approximately $3.3
million and 15 man-years of effort. The investment has already shown a cost
avoidance of approximately $23 milli-in in initial Integrated Logistic savings
for the current nine users. The potential life cycle savings from the
standardization effort is estimated to be in excess of $100 million. The
total program, which included a display, printers, etc., has a projected life
cycle savings between $100 million and $300 million.

A second family of three computers with a different commercial instruction
set architecture is being investigated for a similar effort. Initial esti-
mates indicate a cost avoidance of $8.1 million for an investment of $7.3 mil-
lion. A significant fact is the $7 million dollar cost for the Integrated
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FIGURE 2-2: Spares Investment for One Computer Family

300

SPARES TOTAL SPARES FOR

200 A SINGLE UNIT

100

o TECHNICAL OVERRIDE SPARESINUMBER OF COMPUTERS
0 10 20 30 40

NUMBER OF COMPUTERS

SPARING ASSUMPTIONS

* 1,500 NEW MAIN FRAMES ON 250 SHIPS

* 20,000 NEW MINI'S ON 500 SHIPS

* 50% SPARING COSTS APPROX. 1/4 COST OF ONE COMPUTER

MINIMUM FLEET SPARING COST TO ACHIEVE A 0.97
OPERATIONAL AVAILABILITY WITH ONE COMPUTER FAMILY:

250 MAIN FRAMES x $80K , $20 MILLION
500 MINI'S x $20K - $10 MILLION

TOTAL $30 MILLION

Logistic Support package (less spares) for the three computers. Normal esti-
mates run from $1 to $3 million for the LSAR data per computer, depending on
its complexity.

Still, there is no direct competition between these computers, since the
instruction set architectures are different. Each is essentially sole-source.
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The Army has conducted numerous analyses and estimates in conjunction with
the military computer family (MCF) program to estimate the potential for cost
avoidance by reducing the number of computer types used from the current esti-
mate of 60 to six types. Using data from a survey conducted in 1981 and
extrapolating to an estimated 130 systems which will use computers in the
1990s, estimated quantities of 63,300 single-module computers, 21,600
AN/UYK-49s (microcomputers), and 15,030 AN/UYK-41s (minicomputers) will be in
use throughout the tactical units of the Army. By surveying current systems,
it was estimated that of the 60 types now planned to be in the inventory,
there are 25 types equivalent to the MCF single-module computer, 15 types
equivalent to the MCF micro, and 10 types equivalent to the MCF minicomputer.

It was then assumed that the transition period to the MCF was completed.
(In practice, this would hot happen.) It was assumed that each computer, both
MCF and non-MCF, would be kept in production for five years and would be in
the field for 10 years. Reliabilities were assumed to be equal and based on
those projected for MCF. Spares were considered to be stocked in normal
locations within the Division. In one analysis, there was no learning curve
data used, whicn means there was no average in production cost by producing
larger quantities of one computer versus lower quantities of more types, and a
second analysis using a 95% learning curve was used.

Given these assumptions, for a 20-year period, there would be a $592
million savings in spares and operational readiness floats alone, and with the
95% learning curve, that figure increases to $782 million. Naturally, with no
learning curve, production cost would be the same between MCF and prolifera-
tion. But if 95% learning curve is used, there would be be over a billion
dollar saving in production cost by reducing the types to that of the MCF
program. These figures are somewhat hypothetical, but they indicate the
direction the Army should take.

2.6 Integrated Logistics Support Effects from Reducing Unnecessary Prolifera-
tion

System development time is around seven to 10 years, and most weapon sys-
tems are designed to have a useful life of 15 to 20 years. Some remain longer
and are upgraded over time. In the realm of electronics, and especially com-
puter systems, semiconductor technology advances at a rate such that chips and
computers are obsolescent within approximately four to eight years, and go out
of production. The implication of this steady improvement in technology is
that any proliferation reduction must maintain competition and include new
technology. However, disregard for operational availability and integrated
logistics support for technology's sake is expensive and risky. The two must
be balanced. To counter this, a logical plan for preplanned product improve-
ment and exploration of new technology must be part of the overall program.

The continued evolution of interface specifications is preferable to the con-
tinuous proliferation of new computer types.

The ISA specification is the interface between hardware and software. By
maintaining this specification and external interfaces upwardly-compatible,
new versions of software-compatible hardware can be available competitively
across systems. There are a number of areas in which economies of scale can
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be realized by reducing the number of different computer types. There will
necessarily be some different types to meet the various environments and size
requirements.

2.6.1 Establishing Support

Beginning early in the acquisition cycle of a new weapon system, engineer-
Ing drawings of system components and assemblies are analyzed to determine
those parts that are candidates for repair or replacement. This analysis is a
part of the LSA process.

With the proliferation of the many diversified computer systems, there has
been an increased burden placed on all support documentation. The following
areas have been significantly impacted by the proliferaton of computer types
within DoD.

- Drawings and Specifications -- The number of drawings and specifica-
tions increases proportionally to the number of computer systems field-
ed by different manufacturers, as complete drawings and specifications
must be maintained for all technical data packages. The proliferation
of some 59 computer types in the Army currently in the inventory, has
created a significant cataloging, storage and update problem for this
documentation element. Reducing computer proliferation requires fewer
sets of drawings and specifications to be maintained.

- Logistic Support Analysis and Records (LSA/LSAR) -- Proliferation of
computer systems also increases the burden and expense of developing
separate LSA/LSAR program for each computer system. LSA is by nature
expensive and time consuming. However, if properly implemented, it
results in extensive Life-Cycle Cost (LCC) avoidance by insuring that
the system is supportable upon fielding. This process, however, is
often slighted when development funds and time is critical, resulting
in reduced supportability. With proliferation reduction, fewer LSA/
LSAR efforts need to be implemented, which will result in a fully
defined, efficient and economical support package at a considerably
reduced cost than that presently being encountered.

- Technical Manuals (TMs)/Maintenance Allocation Charts (MAC) -- The
requirement for TMs and MAC charts has increased dramatically as a
result of the extensive proliferation of the computer system. This
problem has increased even further when multiple manufacturers are
introduced and form, fit and functions specification were used. The
development, distribution, and update of the documents required under
proliferation is a burden in itself. Reducing proliferation
significantly decreases the magnitude of the TM/MAC problem, decreases
publication costs and increases the probability of having current
technical libraries in operating maintenance elements.

- Repair Parts and Special Tools List (RPSTL) -- Closely tied to the
problems generated by technical manuals and MAC charts are the
increased magnitude of repair parts and specialized tool list that are
required when computers are proliferated. Each manufacturer currently
must produce its own specialized repair parts and tools for each system
and these must be fully documented for repair personnel. This impacts
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maintenance operating elements by significantly increasing the documen-
tation (and, in addition, the parts and tools they must maintain).
Reducing repair parts and special tools lists would greatly reduce
these impacts.

As the system is fielded and the maintenance concept is implemented,
system operation and maintenance is established. DoD's supply and maintenance
procedures must account for rapid deployment and initial force operation until
normal maintenance and resupply can be established for sustaining operations.

2.6.1.1. Training

Depending on the maintenance concept, training for new systems is accom-
plished by new equipment training teams for the equipment operators and main-
tainers. Later courses are set up in schools to provide replace- ment
personnel to the units. The skills to be taught are derived for the LSA. To
the extent maintenance procedures can be common, there are signifi- cant
economies of scale to be achieved across systems that use common types of
computers.

2.6.1.2 Stockage Requirements

It has already been noted that where practical, operational availability
goes up and the number of spares to be procured is reduced by using common
hardware. Each end-item, LRU, module or part to be a repair part must be
individually packaged in a prescribed unit of issue. The development of pack-
aging data sheets is based upon the physical characteristics of the item and
the environments that it must be protected against during transportation,
handling and storage, from the time it leaves a manufacturer's plant until
ultimate use in the field. This is another major cost resulting from the
severe operational environment. Resupply may be accomplished under battle
conditions.

Currently, the development of packaging data sheets is repeated for each
new component of computer subsystems under development. Even though there may
be a great deal of commonality among components and packaging methods for
similar items, a separate document is required for each component. Each docu-
ment requires from two to six hours to prepare, and then must be processed,
approved, and managed.

By reducing proliferation, redundancy can be eliminated. Once prepared,

the same data sheets could be used by whatever contractor produces the compu-
ter subsystem or components to the approved military specifications.

2.6.1.3 Transportation. Handling and Storage

Movement of repair parts through the supply system is becoming an ever-
increasing and costly problem. Because of their small size, electronic com-
ponents create problems. Shipment from depots to requisitioning units can be
delayed because components are packaged with other items destined for the same
location. A partially-filled shipping box may be delayed at the depot until
it is full enough to be closed and dispatched. Also, storage of small and
low-density line items is a warehouse nightmare. Stocking the bins from in-
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coming shipments and filling requisitions from stock is a labor-intensive
continuous operation. Pilferage, miss-location storage and timing problems
between receipt and zero balance requisition rejection are increased.

Reducing types of computer subsystems will reduce, but not eliminate
these problems. By reducing the number of line items stocked and increasing
the quantities of each because of the increased density in the field,
inventory management, storage and accountablity would be improved.

In the field, each support activity maintains its repair parts in bins.
Normal procedure is one part type per bin. Proliferation of computer types
causes inefficiency in both volume and space utilization, as well as increa-
sing the workload and potential error in inventory management and accountabil-
ity.

2.6.1.4 Operational Readiness Float

Major commands are authorized to establish operational readiness floats
(ORFs) in accordance with applicable regulations (AR 750-1 and AR-710-2 in the
case of the Army) and to distribute them to support units for issue to using
units. The purpose of any ORF is to meet prescribed operational readiness or
availability rates and to improve the material readiness posture of assigned
units. Support units issue ORF items to using units to replace unserviceable,
economically repairable items that cannot be repaired or otherwise restored to
a serviceable condition within prescribed maximum repair time limits.

The support units bear the burden of accountability, maintenance and
storage of the ORF items. This responsibility is in addition to the require-
ments for maintaining an Authorized Stockage List and Direct Exchange items
for each of the systems supported. A strong case can be made for reducing
this burden by reducing proliferation of computer types. Instead of stocking
ORF items for the multitude of different computer subsystems in varying quan-
tities, based on hardware reliability and availability requirements, the sup-
port unit would stock a greatly reduced number and scope of ORF items. Ac-
countability procedures would be less involved, due to the reduced number of

* different items. Maintenance operations could be streamlined because diagnos-
tic and test equipment could be set up for a run of similar items that are
unserviceable. Storage, inventory and retrieval operations would be simpli-

*fied, because of the reduced types of ORF items on hand. Management of the
ORF no longer focuses on many separate low-density line-items, each assuming
crisis proportion when at zero balance. Rather, management could focus on
serviceable versus unservicable quantites on hand, and schedule maintenance in
light of current workload and ability to meet customer demand.

2.6.1.5 Test Equipment

Each system has test equipment, ranging from the equipment location it-
self, all the way back to the production line, if it exists. Newer equipment
generally has some built-in-test (BIT) capability. There may be some func-
tions in hardware, but usually there are diagnostics or software routines to
isolate defective parts or circuit boards. As the hardware changes, so must
the diagnostics change. After the operator uses diagnostics to locate a def-

-34-



ective LRU, the LRU must be replaced with a spare and the defective components
either discarded or repaired, depending on the cost. If the LRU is to be
repaired, there is some further testing, maintenance and diagnostic equipment
(TMDE) needed. If appropriate, and it usually is, some form of ATE (Automatic
Test Equipment) is used at the appropriate locations.

TMDE and ATE is another area where gains can be made by reducing proli-
feration. Test Program Sets are software programs which run on ATE to test
LRUs and circuit boards for repair, and again after the repairs are made, to
insure the unit is functioning properly. Common hardware directly reduces the
number of TPS programs and interconnect devices required to test the Units
Under Testing (UUT). Nonetheless, software programs must be developed for
each UUT. This is a major software management and distribution problem which
can be reduced by reducing proliferation of hardware line-replacable units of
circuit boards, modules and larger units where possible.

2.6.1.6 Software Support Centers

As the developed system is fielded, software support is normally turned
over to the government. (In order to compete for contractor support or addi-
tional software, the support software should be vendor-independent, well un-
derstood and documented.) A particular problem is experienced in the software
support centers when there are different software support systems. It allows
proliferation of languages, compilers and other tools, along with host and
target computers to be managed. Since for these real-time systems, the soft-
ware is normally developed on a commercial host and transferred to the target
system for operation, a set of the target hardware is essential to test the
operational software. In many cases, simulators and other software must rep-
resent items of equipment which cannot be operational in the software support
center. Transferring the data bases between host systems is expensive and
time-consuming. For large systems, a separate center may be established for
commonality. With other systems, a separate center is not too important

* except for training of programmers or when upgrades are accomplished. For
smaller systems, a common software support environment permits supporting more
than one system from the same host and allows new software tools, which can
enhance productivity, to be developed for more than one system at the time.
This allows for more efficiency of operations and programmer training.

Adoption of Ada will improve the problem, as far as languages are
concerned, but Ada alone will not solve the host and support environment
problem sufficiently for savings.

Significant savingscan be realized by a common environment and common
language. If common ISAs are used for fielded computers, then savings can be

*i realized in the software support tools that depend on the ISA of the target,
such as linkers, debuggers, code-generator portions of compilers, loaders and

* any hardwire connections for down-line loading of the target computer.

2.7 Impact of Technology Insertion on ILS

During the life of a system, changes in the configuration of deployed
hardware are necessary. The impact of this on follow-on support depends upon
the ramifications on logistics--the existing support structures, tools and
capabilities. The impact of configuration change must be evaluated during the

review, analysis and approval process.
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2.7.1 ILS Changes

The development, testing, production, distribution and application of
Modification Work Orders (MWOs) is a scaled-down version of the ILS activities
used in the system acquisition process. Many of the uncertainties associated
with the deployment of a new system are removed when an existing system is
modified. Planning is based on a known density of equipment, location and
support infrastructure. Timing of application can be established and coor-
dinated, based upon need. More accurate cost predictions can be developed for
manpower, facilities, tools and equipment. Personnel training can be analyzed
and developed.

Since changes to a hardware item may not be noticeable to the operator
because the basic form, fit and function (F3 ) are not usually altered, to
the logistics community, hardware design changes are usually accompanied by
changes in spare parts, special tools and equipment, and test and maintenance
procedures. In addition, some form of training is usually required to apply
the change. Then the actual process of implementing the change must be con-
ducted, and finally, the supply system must be purged of the now obsolete
items. This is routinely handled by Modification Work Orders (MW0) for speci-

* -fic pieces of equipment. The MWO can be completed at any level within the
support system, depending upon the complexity, the technical expertise re-
quired, and the requirements for special tools, test equipment and facilities.

The MWO workload is in addition to the normal support operations for the
system. The density of the system and the extent of the MWO will dictate the
duration of the additional workload.

Although it is unlikely that present computer subsystems would require an
MWO at the same time, with proliferation reduction, this possibility becomes
realistic. Resolution of the problem depends upon the degree of planning,
urgency and resources allocated. Savings in the areas of training, facilities
and production methods can be achieved in large scale modification efforts.
Also, the engineering required to develop the change is less because the

- number of computer types will be reduced.

Presently, any repairman of the multitude of computer subsystems is
expected to be a "Jack of all trades". Existing automatic test equipment has
been stretched to the limit of its capability. Technology advances will
continue to require development of elaborate interface modules between new
hardware and old test equipment. Right now, test equipment operators spend
more time setting up for a test routine than isolating problems in
unservicable items.

Reduction of computer types is a step in the right direction. The range
and scope of repair parts would be drastically reduced. Personnel training
could focus on fewer subsystems, thereby increasing proficiency. By consoli-
dating the existing maintenance personnel, dedicated support organizations
could be created.

2.7.2 Configuration Management

Most systems discussed here are large, real-time systems which are cen-
trally developed and managed, and then distributed to military users and units
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all over the world. Such things as differences in flight control from one
fighter to another cannot be tolerated, nor can tactical fire direction
systems differ between units. Training would be practically impossible, and
personnel could not be reassigned to different units.

Changes to an item's specifications, drawings or production baseline
design is normally accomplished through Government-controlled configuration
board, consisting of representatives from subsystem users, support organiza-
tions, material developers, readiness commands and industry. Recommended
changes are presented in engineering change proposals and evaluated in terms
of overall impact upon the item life-cycle cost and impact on operational
availability, logistics support, producibility and quality assurance.

With reduction of proliferation, fewer configuration control boards would
be necessary to evaluate the impact of each proposed change.

Plans to ensure the viability of logistic support could be developed.
The necessary documentation, training and support elements could be developed,
tested and introduced into the field along with with the change in configura-
tion or application of the Modification Work Order (MWO). For some systems, a
change may be only in software, but this change may affect the unit, operator,
or equipment so greatly that it amounts to almost a new system.

2.8 Commercial Production Lines

Currently, the commercial computer marketplace is highly competitive, led
by rapid strides in electronic technology. While the basic technology and
configuration remain for the life of the production line, manufacturers are
continually making improvements, normally reflected as model changes, to their
products. A commercial microprocessor being manufactured today will most
likely be supplanted by a new model four years from now and essentially
"forgotten" within 15 years. It normally takes nearly 15 years to develop a
weapons system that requires an embedded computer. The normal service life is
15 to 20 years. It is necessary to retain software which has been developed
and tested over hardware upgrades, plan for upwardly-compatible ISAs for the
life of the system, or make special provisions to obtain replacement parts for
those that go out of production.

Coupled with the "short" life of commercial computers is the problem of
proprietary data rights. Many operating procedures, component designs and
manufacturing techniques are proprietary in nature. This often makes it
expensive or impossible to purchase requisite technical data (for a second-
source production contract) or to transition maintenance procedures to
military depot maintenance operations.

When purchasing a computer from a commercial vendor, the Government
essentially has no say in the configuration. The vendor is able to (and often
does) change configurations during a production run in order to meet his
commercial requirements. This significantly complicates the military support
of the item, as two (or more) models are in the field, each with different
repair parts, tech ?ial documentation, and test equipment requirements. The
Government also has no control over the component configuration of the vendor-
produced model, and must accept what is assembled, even though components
which do not provide optimum operation in the military environment are used.

- 37 -



Software compatability has already been discussed in some detail. Due to
the current policy of using a proliferation of commercial computers, there is
fielded equipment that uses some 10 HOLs and 30 machine languages. While this

may not be a problem when viewed from the individual system level, it does

64 become significant when we look "backward" at the support echelons required
for maintenance of both the software and hardware.

Note that in any major electronic device for military application, the
cost of the operating electronic components will constitute a very small
portion of the cost of the end-item itself. Even in the "worst" cases, the
cost of only the operating components will be a small portion of the end-item
cost. Therefore, even if there are significant cost increases in procuring
MIL-STD electronic components, this additional cost will be quickly offset in
increased maintenance an provisioning costs and, more importantly, reliabi-
lity improvements experienced will significantly increase operational readi-
ness.

2.9 Ensuring Repair Part Availability

The rapid technological changes experienced and projected for computers
has and will continue to shorten the active life of computers. Consequently,
the provisioning of spares and repair parts will be comparatively low compared
to end-item density.

Manufacture of spares after last end-item production run may not be un-
dertaken, as this consumes manufacturing capability that can more profitably
be used in manufacturing the latest technology and items and their associated
spares.

The most economical method of maintaining fielded computer systems is not
necessarily the method that provides the operational availability required.

The problem is further complicated by the cost and operational availabi-
lity trade-offs between "buyout" and maintaining a production capability to
provide repair parts and spares for the projected service life of the system.
This "buyout" permits purchase of spares and repair parts at lower unit cost.
There are inherent risks with "buyout" such as:

- Actual consumption rate of repair parts and spares could be higher than
projected.

- The service life of the system could be extended beyond that projected.
- There could be latent defects in the system or individual components

which could require re-engineering, replacement and subsequent repair
part support.

- Modifications and product improvements cannot be freely undertaken if
there is an impact on spares or repair parts which cannot be recaptured.

There is also the cost of storage and inventory management associated with
maintaining a large inventory over a period of many years as a result of
'buyout".
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The alternative to buyout is, of course, maintaining a repair parts manu-
facturing capability by either paying an exorbitant price for parts which are
obsolete by commercial standards and provided by manufacturer only because it
is so profitable, or by directly subsidizing to a manufacturer to maintain a
production capability and retain qualified vendors. Either option is costly.

The current proliferation of military computers poses a serious logistic
support problem as well as seriously effecting operational availability.

Reducing the number of computer types will obviously reduce the number of
parts that must be considered for retention in production or "buyout". By
reducing the number of types and planning for "preplanned product improve-
ments" (either entirely new version or improvement to current versions), the
risk of having to keep old technology in production or "buyout" spare parts is
reduced. This also provides the alternatives to move to a software-compatible
newer version.
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SECTION 3 TECHNOLOGY OVERVIEW

3.1 General

Two of the major areas of technology which have emerged since WWII and
have led to tremendous advances in weapon system capability are computer
science and solid-state electronics. The power and flexibility of program-
mable data processors, combined with the small size, low cost and high
reliability of microelectronics, have revolutionized military systems. It is
now possible to put more computing power on a handful of circuit cards than
the total throughput of all Lhe computers which were installed in the U.S. in
the year the integrated circuit was invented (1957). Radars (command control,
communications and intelligence (C31)), electronic warfare (EW), missile
guidance and ,Aany other system types require highly-competent computers to
perform their missions and to remain able to deal with evolving threats.

In recent years, the ability of complex microcircuits to implement an
entire computer with a handful of components has led to widespread use of
"embedded" computers. These processors are components of a larger system and
may well be invisible to the user. They bring the flexibility of programming
to relatively low-level system functions. However, the proliferation of
embedded processors and associated software makes it imperative that good
management and design be employed to control costs and ensure reliable
operation.

Computer science, which deals with system architectures, software, perfor-
mance measures, and solid-state technology, which furnishes the means to
implement complex digital machines, continue to make progress at explosive
rates. Today's computers are smaller, far more reliable, and obviously more
powerful than those of a decade ago. It is vital to the free world that this
technology be rapidly exploited in military systems. The remainder of this
section outlines the principal solid-state components, processor categories
and software issues involved in military embedded computers.

3.2 Solid State Technology

The transistor was invented in 1947 and the first integrated circuits
(ICs), which place multiple inter-connected transistors and other components
in a single package, appeared in the late 1950s. The components have grown
dramatically in speed and complexity. The following paragraphs summarize the
major device types of interest for embedded computers.

3.2.1 Logic ICs

The earliest commercial IC units contained a dozen or so transistors.
Commercial parts now in production contain up to several hundred thousand
transistors on chips not much larger than the first ICs. Modern parts are
also much faster, so that their net processing capacity is much greater. In
some applications, all this throughput is not needed to meet basic system
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requirements and can be used to support other features such as reliability and
reduced software cost. Since the size of a producible chip is upper limited
(to about 0.3" square), the 10,000-fold increase in circuit complexity has
resulted chiefly from a shrinking of individual element dimensions from 10-20
microns (um) in the late 1960s-vintage chips to 3-5 um or less in the latest
generation of ICs.

Both bipolar transistors and metal-oxide semiconductor field-effect tran-
sistors (MOSFETs) can be used as the switches from which logic is assembled.
Table 3-1 summarizes the main logic families currently in commercial
production and their characteristics. It is conventional to speak of four
generations of IC complexity: small, medium, large and very large-scale
integration (SSI, MSI, LSI, and VLSI). The LSI era dawned in 1970 with the
introduction of the first complete programmable data processor on a single
chip (called a microprocessor), and the first large memory chip (holding 1024
bits, i.e., 1K bit). With VLSI, what would once have represented a complete
digital system can be built on a chip. Moreover, as the level of integration
increases, the cost per circuit element drops, and for a given number of
circuits, system reliability improves due to the reduction in external
interconnections. Since power dissipation per circuit element also decreases
with size, the VLSI chip still only consumes 0.5 to 2.5 watts. Chip complexity
is limited by such factors as the number of input/output leads available in
packages, the ability to design and test highly complex circuits, and the
maximum chip size which can be produced with acceptable yield (fraction of
total chips on two wafers which are functional after processing). Development
programs such as the DoD Very High Speed Integrated Circuits (VHSIC) program
and other VLSI efforts in industry have lead to steady improvements in the
characteristics shown in Table 3-1.

At VSLI levels of complexity, traditional manual design methods are too
slow and costly. Three general types of computer-aided design (CAD) systems
have evolved. In a fully custom environment, computer graphics aids the
designer in drawing chip patterns, storing the design, and checking for
compliance with rules. In a library-driven scheme, smaller circuit functions
called "cells" are developed and stored in the computer; special software then
places cells selected by the designer on a chip and works out the connec-
tions. Finally, in "semicustom" logic design, a wafer full of general-purpose
logic elements is "personalized" by developing an interconnection pattern
which "wires" the chip as a particular circuit.

3.2.1.1 Microprocessors

Three general microprocessor (uP) types have evolved in commercial prac-
tice. The most common has a Central Processor Unit (CPU) on a single chip.
This is supplemented by memory, input/output (I/0), and other chips to build
the complete computer. A variation on this, often called a "microcomputer" or
"microcontroller", combines CPU, memory and I/O on a single chip, usually at
some penalty in sophistication or performance, but with obvious cost and size
advantages. The third type and most exotic uP type is the "bit-slice", in
which multiple CPU chips are paralleled to build up a processor of arbitrary
size. Bit-slice designs are usually both the most complex and the highest
performance in the uP world.
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General purpose uPs are available in most of the logic types of Table
3-1. Word lengths vary from four to 32 bits, memory addressing as high as

several megabytes, and speeds up to about 10 million primitive operations per
second are commercially available. In general, CPU chips are members of a
"family" of compatible memory, I/0, control and other support components to
simplify the assembly of a complete computer. Single chip microcomputers are
very widely used in 4-bit and 8-bit versions, executing a few hundred thousand
operations per second. Special versions are available which include functions
such as analog-to-digital conversion, or a counter/timing circuit. The last

-category, bit-slice parts, are built in two, four and eight bit widths,
usually supported with speed enhancement, such as pipeline registers and
character generation. They are most often used in very high throughput
applications, such as mainframe computers and digital communication
controllers. Almost all use bipolar logic types for high speed.

3.2.1.2 Auxiliary Chips

One great benefit of LSI/VLSI to the system designer has been the integra-
tion of complex support functions on single chips. Parallel and serial I/O
ports, Direct Memory Access (DMA) controllers, interrupt priority chips,
counter/timers, and many other functions replacing dozens of SSI/MSI parts and
eliminating much of the design task are available. An increasingly popular
support chip is the "coprocessor". This works with the CPU as a fast special-
purpose calculator for such things as trigonometric functions or floating-

point arithmetic. In applications using Pxtensive complex calculations, this
hardware implementation can run far faster than the alternative, which is to
use software routines in the general-purpose CPU.

3.2.1.3 Semicustom Logic

Many manufacturers supply gate arrays, programmable logic arrays and
similar components which initially are completely general in function and are

then customized by the manufacturer or user. Gate arays are personalized as
described in an earlier paragraph. Arrays of up to several thousand gates
(equivalent to mid-1970s uP) are available today, and 10 times more complex
arrays are expected within two years. These components allow the "random
logic" portions of a system to be efficiently achieved with a few chips. This
contrasts with the early days of LSI/VLSI, when the size advantages of the
main chips were largely lost by the need for several dozen SSI/MSI components
in supporting roles.

3.2.2 Memory

Semiconductor (i.e., integrated circuit) memory has largely supplanted the
magnetic core memory which was the mainstay of computer systems up to the mid-

4 1970s. The two general memory chip types are RAM (which stands for "Random
Access Memory" but by some quirk of terminology, actually implies "read/write

memory"), and ROM (which stands for "Read Only Memory"). Variants of the ROM
are the PROM (programmable ROM), whose contents can be stored by the user and
the EPROM (erasable PROM), which can have its contents wiped out by an ultra-
violet light or voltage signal, allowing reuse. ROM can only store Informa-

"4 tion which never changes or changes only over long intervals because erasure
is impossible in some cases, and time-consuming in others. It is, however,
non-volatile, meaning that the contents are retained even if the power supply
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shuts down. RAM, by contrast, is general-purpose, but volatile. In most uP
systems, ROM is used for software and constant storage and RAM for data and
such software that changes over time. Several approaches to a true non-
volatile RAM, i.e., one which has the same speed and unlimited read/write
cycle life-time as volatile RAM, are being pursued. Within five years, such
components should be available. A further important distinction is between
dynamic and static RAM. The former uses a single transistor per stored
information bit and thus packs more memory on a given chip than static RAM,
which uses four to six transistors. However, dynamic RAM, requires "refresh",
i.e., every location must be examined and rewritten every few milliseconds,
while static RAM does not. Refresh wastes about 5% of total memory access
time and makes the chips both harder to use and vulnerable to the transient
effects of nuclear radiation.

ROMs and dymanic RAMs are routinely available at capacities up to 64
Kbits, although not commonly usable over the full military temperature range.
Speed, which is usually measured by "access time", the time from interrogation
of the chip until contents are available for reading, varies from several
hundred nsec per large chips, down to 100 nsec or less for parts in the 16
Kbit range, and as little as five nsec for emitter-coupled logic (ECL) parts
holding a few bits. Parts at the 256 Kbit level are beginning to appear, and
1 Mbit chips will be available in five years or less.

3.2.3 Advanced and Exotic Components

3.2.3.1 Compound Semiconductors

Virtually all logic ICs are built on silicon chips, since this is a
mature, low-cost and easy-to-manufacture technology. Compound semiconductors
such as gallium arsenide and indium phosphide offer speeds 5-10 times greater
than silicon. They also may someday permit integration of microwave and
optical elements on the same chip with logic. Also, these materials are
intrinsically far more tolerant of nuclear radiation and high operating
temperatures. The first truly commercial gallium arsenide logic components
will appear shortly. Experimental chips at MSI to LSI complexity have been
demonstrated. While the lower cost of silicon will always be preferred when
its performance is adequate, compound semiconductors will complement silicon
in very high data-rate applications and where radiation hardness or
integration with optical and microwave signals are important.

3.2.3.2 Josephson Junctions

For ultrahigh throughput machines, where the limit on speed is the
velocity of light and the packing density of the logic elements, Josephson
Junctions may be the fastest logic yet devised. Operating at liquid helium
temperature and dissipating miniscule amounts of power, they, in principle,
allow a large mainframe computer to be packed in a few cubic inches.
Josephson Junction machines are years away from being fully developed, but may
one day play a role in such high throughput applications as C31 information
centers.
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3.2.3.3 Magnetic Bubbles

Much closer to practical use in military systems, bubble devices use a

tiny magnetized region in a thin film on a garnet chip to store millions of
bits per square centimeter. Although they are serial-access devices and
intrinsically much slower than RAM or ROM, they are non-volatile. They are
thus attractive for uses like those served by disk drives in conventional
computer systems, i.e., mass storage of software and data files not needed in
main memory. With very high bit-density, low cost per bit, and no moving
parts, bubbles are well-suited to military systems. However, work remains to
be done to extend their operation to the full military temperature range. The
commercial market has been slow in developing, so the potentially very low
cost of mass-produced bubble memories has not yet been realized.

3.2.4 VHSIC

The Very High Speed Integrated Circuits (VHSIC) program is developing twogenerations of VLSI components tailored to the system needs and operating

environments of the military. By establishing pilot production lines and
demonstrating chips in brass boards, the program stresses access to VSLI by
military users. Systems such as automatic target recognizers and anti-
submarine warfare acoustic signal processors can generate digital signal
processing throughputs of billions of operations per second, achievable only
with VSLI. VHSIC also addresses supporting CAD tools, component reliability
and testability and a wide range of standardization issues. These standards
range from basic implementation standards for package types, power supply
voltages, etc., all the way up to architecture and instruction set standards.
VHSIC will make the benefits of VLSI available to military users far faster

and more directly than would be the case in a "business as usual" interaction
with a commercially-oriented industry.

3.2.5 Summary and Forecast

During the 1970s, IC complexity roughly doubled every year. Clock
frequencies, the basic measure of logic speed, increased from a few hundred
kilohertz in the first uPs to lOMHz or more in the fastest contemporary VSLI
parts. Even if the rates of increase slow, million-transistor chips and
50-100 MHz clock rates can be expected within a few years. Steady progress is
also being made in logic families which limit power dissipation and in ways to
increase radiation hardness. The tremendous processing power of these chips
and the storage capacity of modern memories mean that the performance limits
of many systems will be set by software and by the task of managing complexity
in VSLI production capacity, virtually any system architecture will be build-

able in a compact, reliable machine.

3.3 Processing System Architectures

From the invention of the computer until quite recently, virtually all

data processing systems consisted of a CPU supported by an array of I/O and
data storage peripherals. Advances in computing power resulted mainly from
faster CPUs and peripherals, larger memories, more efficient software, etc. In
some cases, multiple computers were used under control of an executive
program, which allocated available resources among tasks. In addition,
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networks of geographically-separated computers have become commonplace to
transmit information and share storage and computing cpacity.

The advent of small, powerful processors is revolutionizing the architec-
tural approach to many applications. Distributed processing networks can
achieve both high overall throughput and fault tolerance through redundancy.
Such systems pose difficult issues of functional partitioning, control and
synchronization, and software design and verification. Properly managed, such
systems promise flexibility, performance, and reliability not possible with
one or a few computers. Several classes of multiprocessor architectures are
becoming familiar.

3.4 Instruction Set Architecture

3.4.1 The Role of ISA Standards

Standardization is possible at virtually all levels of a computer system.
As with any standards process, the goal is to achieve the economic and relia-
bility payoffs of standards without unduly restricting design flexibility or
freezing in obsolescence. Given the rapid evolution of digital circuitry,
standards at the detailed hardware design level would be too short-lived to be
useful.

Historically, the two most successful classes of standards have been pro-
gramming languages, especially higher-order languages (HOLs) such as FORTRAN,
COBOL and Ada, and instruction set architectures (ISAs). In principle, though
never perfectly in practice, HOLs allow transportability and reuse of software
on different computer models. They also support improved programming effi-
ciency, better software verification and easier modification of existing pro-
grams.

At the other end of the software development spectrum, an ISA defines a
set of machine commands, representing the elements of "object code" into which
the HOL "source code" is translated for loading and execution. One of the
most famous and imitated ISAs is that of the IBM/370, itself a descendent and
refinement of previous ISA generations. If strictly adhered to, an ISA sup-

ports software transportability even better than an HOL, since it avoids the
notorious idiosyncracies of compilers (very large and complex programs which
translate HOL source code), and it reduces expensive diagnostic testing of
software such as that written specifically for aircraft and missiles as well
as space systems. It allows technological advancement in the computer itself,
since faster, more efficient implementations of the ISA and more reliable com-
ponents can always be introduced. It also permits refinement of programming
enviromnents, since the input (the HOL) and the output (the ISA) of a language
system are defined, and therefore, the translation process itself is free to
evolve.

In a rational standardization scheme, both HOL and ISA standards contri-
bute to an environment where competition is encouraged, while costs are
controlled and total system reliability is enhanced. The DoD approach to
computer standards, using both HOLs, such as JOVIAL J-73B and its eventual
successor, Ada, and ISAs such as MIL-STDs 1750A and 1862, is just such a
balanced system.
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In any computer, basic machine functions are defined by an instruction
set. This is composed of "macroinstructions" such as ADD, SHIFT, COMPARE,
etc. By the nature of digital circuitry, each such instruction is executed as
a series of "microinstructions" which enable the appropriate circuit elements
at the proper time. A "microprogram" performs the vital control task of
translating the machine language macroinstructions of the executable program
into the signals which actually enable the electronics. In effect, the micro-
program defines the instruction set since it determines which commands will be
executed correctly. The consequence is that a given ISA can be implemented on
a wide variety of hardware architectures by appropriate microprogramming.

In recent years, computer designers have increasingly tended to use micro-
instructions stored in memory vs. the older scheme in which these control
actions were defined by the pattern of a complex switching circuit ("hard-
wired" control). Fast, dense, memory chips, together with advances in CPU
hardware design and high-speed components, make this approach attractive from
many standpoints, including design cost and verification of design correct-
ness. It also supports ISA standardization by simplifying the effort involved
in marrying the ISA to a particular circuit technology and supporting subse-
quent changes as that technology matures and improves.

To be fully useful as a military standard, an ISA must efficiently execute
the very wide range of computational tasks encountered in military systems.
Most commercial ISAs are optimized for specific applications (data processing,
machine control, etc.). In developing ISAs such as MIL-STD-1750A and 1862,
extensive efforts have been made to consult the widest possible spectrum of
expert opinion and to carefully balance features of the architecture for wide
applicability. If the result is not "optimum" for any specific class of
algorithms, when compared to the advantages of standardization this not
significant. Moreover, the high throughputs possible with VLSI make up for
any residual inefficency in most practical cases.

3.4.2 Advanced and Exotic ISAs

Architectures such as the MIL-STD-1750A are certainly not the end of the
evolutionary path. Computer scientists are experimenting with new concepts
which, if proven feasible and attractive, may become the basis for future
machines. Two examples are the HOL direct execution machine and the minimal
instruction set machine.

A direct execution (DE) machine would eliminate all run-time software ex-
cept the original HOL source code as written by the programmer. The commands
of the HOL would be executed by invoking microcoded routines stored in memory
in the control unit of the computer. For obvious reasons, this scheme is very
attractive, and experimental DE machines can be expected to appear in the near
future. As a partial example, one commercial 32-bit microprocessor executes
selected Ada commands via routines in on-chip ROM.

However, a true DE architecture for modern HOLs can be extremely complex,
requiring both a variety of special-purpose circuits and a very large control
storeage. Opinion is divided among experts in the field as to whether the DE
approach is preferable to spending the same effort on optimizing more conven-
tional processors and associated software tools. An example illustrates the
difficulty: One of the important features of modern HOLs is strong data
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typing, in which the exact nature of stored information is explicitly declared
in each program module using that data. In addition to making the resulting
source code easier to read and verify, strong typing guards against errors
involving illegal or inappropriate operations. In a compiled environment, the
complex process of checking for violation of type rules is done once, at

* compilation. A DE machine would have to do some degree of type checking every
time data is accessed, or else submit the program to a rules check, in effect

*a partial compilation, before trying to run it.

Experiments are also underway to define architectures with minimal
instruction sets. A prominent example is the University of California

- (Berkeley) Reduced Instruction Set Computer (RISC). The idea is to design a
"- highly regular hardware set which efficiently executes a streamlined instruc-

tion repertoire containing the most-used functions of a chosen application.
Payoffs include very high throughput on programs which are well-matched to the

i instruction set, reduced design time, and reduced complexity, especially in
the control hardware. How well a machine of this type can execute the diverse
computational tasks required of a standard military computer must be deter-
mined by further work, but the basic premise is promising.

3.5 Summary

The combination of advanced architectural concepts, such as distributed
processing networks for r'liable real-time control, and advanced solid-state
technology, which allows such systems to be built, is a potent tool for main-
taining the qualitative superiority of free-world weapons. This capability
must be harnessed to military needs in a fashion which controls costs and de-
velopment times, while ensuring reliability and flexibility. Comprehensive
standardization-embracing HOLs, ISAs, physical and electrical characteristics,
interfaces, etc, are a key element in managing and exploiting this capabi-
lity. The tremendous progress in microelectronics makes it possible to
achieve the benefits of standardization without unacceptable penalties in sys-
tem complexity, cost and modernization.
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SECTION 4 ANALYSIS OF ALTERNATIVE APPROACHES

4.1 The Standardization Issue

In Section 1, problems related to DoD's prior approaches to the use of
embedded computers were discussed. These problems are:

(1) Expensive and lengthy system development and evolution.
(2) High cost of computer system software.
(3) Inability to reuse/transport applications and support software.
(4) High cost of logistics and maintenance support.
(5) Inability to acquire, train, and retain competent military field

maintenance personnel.
(6) Low operational availability (survivability, failure and casualty

backup, continuity of operations).

In this chapter, the factors that have caused these problems are identified
and various solution approaches are explored.

4.2 High Order Language (HOL)

It is generally recognized that extensive use of assembly language in the
development of software for weapons systems will result in higher software
costs, longer system development time, more latent software errors, and more
difficult and error prone future modification than would be the case had any
good high order language (HOL) been used. The basis of this conclusion is
that a software program in assembly language is generally much more complex,
more difficult to understand, and much longer in terms of the size of its
source program (as much as ten times longer) than its equivalent in HOL form.

"* In recognition of this, all of the Services initiated use of HOLs in the
development of software for embedded computer systems.

The early uses of HOLs have tended to be reasonably successful in the
short-term. These earlier HOL's often required minor to substantial sections
of programs to be in assembly language because of the state-of-the-art of

" HOL's in the late 1960's to mid-1970's. As HOL's were introduced, the exten-
si-e subsequent proliferation of different HOLs created long-term complica-
tions as well as compounding the inevitable embedded assembly language use.

* -. One such long-term complication is the inability to reuse/transport software
to a replacing next generation computer which is optimum for the upgraded
requirement and which employs an ISA and/or HOL different from the one
originally used to develop the software. Because of this, competition for the
next generation computer was found to be non-existent or very limited. Also,
the Services found themselves using different and incompatible compilers,
software tools, interfaces, peripherals, etc. This situation was complicated
further as most of the ROL systems in use were hot highly developed, not well
documented and not competently supported. Furthermore, the limited experience
for each different HOL and its associated environment required programmers to
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be retrained each time they were required to work on a system that employed a
different HOL and environment.

In 1974, OSD (Office of the Secretary of Defense) concluded that HOL
*- standardization was essential and that standardization on any good HOL would

be better than no standardization at all. A joint OSD-Services working group
established a set of requirements for a standard HOL and it became clear that
none of the existing languages satis- fied the requirements well enough to
become a long-term DoD-wide standard. At the time, the Services' HOL programs
were uncoordinated with multiple dialects, incompatible compilers, and
different host environments. Several of these HOLs were inextricably linked
to the ISA of a particular computer. With such motivation the Ada effort
startedl,2 ,3 ,4. (A detailed description of the Ada Program can be found in
Section 5).

HOL standardization can be expected to reduce the extent of assembly
language programming, eliminate the need for retraining, improve the quality
of embedded computer software, increase the likelihood of achieving
transportability, reduce the cost of software development and post-deployment
support, and reduce the time required for system development and evolution.
HOL standardization is considered to be essential--a necessary tool. However,
as will be discussed in subsequent sections, it is not sufficient. It will
not be a panacea with respect to DoD's software problems. Two other equally

*l important factors in the software equation are the programming support
environment (PSE) and the instruction set architectures (ISA) of military

*.*.computers. Also not addressed by HOL standardization and discussed in
subsequent sections are the problems of logistics/maintenance support and
operational availability/survivability.

The benefits to be derived from HOL standardization will diminish over
time in a relative sense if the standard is frozen for too long a period. If
the long-term standardization policy is to be effective it must contain plans
for the management of change. The standard should be permitted to evolve in
increments, each of which should permit (unless impractical), software that
has been previously developed using the standard HOL to continue to be recog-
nized as being the evolving language. While the evolving standard may have a
long life-25 or more years--long-range plans should address the advances that
will be made in HOL technology to insure that a successor standard will oe
established when appropriate.

4.3 Programming Support Environment (PSE)

Software for an embedded computer system is by no means fully represented
by its collection of HOL and assembly language programs. Consideration must

* @also be given to the relationship between the HOL software and the software
tools used in its development and maintenance. Any practical software system
must be viewed as a living/dynamic entity that changes over time as errors are

-* experienced through use and as changes are made to accommodate an upgrade
system, mission or equipment. The total system that is used for software
development and support is called the programming support environment (PSE).
Included as integral parts of the PSE are the following: The HOL and its
compiler; the various levels of specification and documentation (much of which
may be automated and dependent upon a specific support computer); configura-
tion control aids; software tools such as editors, performance monitors,
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debugging aids, preprocessors, tracers, verifiers, etc.; software used to
communicate with the host operating system which are in the form of an
HOL-like command language; the host computer (including its ISA, operating
system, and physical interfaces to operators, programmers, and military
computers); and the military computer (including its ISA, operating system and
other software products, and its physical interfaces).

The portion of the PSE that extends beyond the HOL has had, and will
continue to have, a significant influence, positive or negative, on the DoD
software problem. The all-too-frequent and uncontrolled practice of system
contractors using different and unfamiliar HOLs, PSEs, ISAs, and support
computers in system development incurs high costs and schedule risks. The
same holds with respect to DoD's support elements. For example, one of the
Army's eleven post-deployment software support centers, which has responsi-
bility to support fielded battlefield communications systems, is burdened with
the necessity of using and supporting 15 different high-order languages, 30
different instruction set architectures, 28 different types of host computers
and 39 different types of battlefield computers. When a change must be made
to a different programming support environment, even if a standard ROL is
used, all of the above must be taken into account. Thus, standards covering
the programming support environment are considered as important as those for
the HOL. Without such standards, system contractors and DoD software support
centers will remain overburdened stemming from a myriad of different and
incompatible programming support environments. This will result in the
inability to reuse/transport applications software with respect to new
military computers and the inability to reuse/transport support software with
respect to new host computers as well as new military computers, even if a
standard HOL were used universally.

4.4 Instruction Set Architecture

4.4.1 Need for Reuse/Transportability of Software

During the lives of embedded computer systems, existing computers have had
to be replaced for a variety of reasons. To meet changes in the threat
addressed by the system or to satisfy a new system need, existing computers
have had to be replaced by units that had greater computing speed and greater
memory and input-output capabilities. In some cases, size, weight, power,
reliability, or environmental performance of the current computers had been
unsatisfactory. Computers also had to be replaced because they were obsolete
and their logistics and maintenance support costs had become prohibitively
expensive. In many of these cases, much, if not all, of the original software
would have remained valid for the upgraded system, but instead had to be
redone, i.e., starting with redesign and development of a new software
essentially from scratch, was required because it was deemed more efficient
than trying to translate at the end-product level. The basis for this
impediment to transportability was the fact that new computers had different
HOLs in their programming support environments or incorporated because of

- different ISAs in their designs. Thus, many of the computer approaches to an
upgraded system that appeared to be better technically or that offered lower
hardware acquisition costs than other altenatives could not be pursued due to

* the added time and expense that were required to redo the software. This
dilemma could not be resolved through the use of a new computer that supported
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the original ROL but did not incorporate the original ISA, due to the strong
dependence of the original software on the original replaced ISA. This
dependency, which is a critical aspect of ISA standardization, is discussed in
Section 4.4.2. Clearly, if a replacement computer were available that
employed the original HOL, PSE, and instruction-set architecture (ISA), then
the transportability of existing software would be feasible and a significant
amount of redevelopment avoided.

4.4.2 Dependence of Software on ISA

In this section it will be shown that: (1) ISA dependencies are pervasive
in the HOL, PSE, and in run-time software products (such as a real-time
operating system); (2) ISA dependencies are necessary in current practice and
reflect the state-of-the-art of both hardware and software; and (3) ISA depen-
dencies are an impediment to effective reuse/transportability of software.

The first part of the problem is that the software system of an embedded
computer system can rarely be expressed entirely in HOL, without assembly
language*. Direct use of the ISA (rather than the HOL) is required to develop
certain portions of the software such as:

(1) Parts of the operating system,
(2) Input-output programs,
(3) Time-critical functions for which the program produced by the HOL

compiler does not meet the required system response time,
(4) Functions for which the program produced by the HOL compiler requires

large amounts of memory such that the computer's memory capacity is
exceeded, and

(5) Features not available in the HOL.

The second major part of the problem is that HOL programs themselves are
also ISA-dependent. Dependence of HOL software on the ISA for which it was
developed exists with respect to all high order languages (including Ada) used
in practice to develop systems. A program can produce radically different
meanings (computations) in systems with different ISAs.

HOL programs can be ISA-dependent in fairly obvious ways; classic examples
are the dependence on representation specifications and unchecked conver-
sions. Minor differences in floating point arithmetic instruction in the ISA
can affect termination as well as accuracy of the HOL program. HOL programs
also can be ISA dependent in far more subtle ways. One dependency derives
from the natural tendency of programmers to write HOL programs that would be
efficient for the underlying features of an ISA which in no way guarantees
efficiency of the same program for other ISAs.

In fact, an order-of-magnitude reduction in efficiency may result. Such
software tends to involve pervasive data structure and algorithm choices to
the extent that the transfer to a new ISA would require a redesign as well as
a rewrite. As another example, fault-tolerant programs tend to be ISA depen-

* The instruction set architecture and the assembly language of a given

computer are essentially identical. Thus, assembly language software is
entirely dependent on ISA. It is, in fact, "ISA software".
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dent, in that neither the expected errors nor the appropriate recovery actions
would be the same for different ISAs. This is critical in such applications
as flight control.

Ada has been designed with the goal of minimizing ISA dependencies to the
maximum extent feasible. As a result, Ada has fewer ISA dependencies than
most other languages and likely the least for any language of its capabili-
ties. With the current state-of-the-art limitations, however, many dependen-
cies remain, such as 5,6,7:

(1) range of integers and associated error conditions,
(2) alignment and layout of integers,
(3) range, precision, rounding, and handling of overflow with respect to

floating point numbers,
(4) low-level input-output,
(5) range of priorities,
(6) duration of clock timer intervals,
(7) interrupt handling and interrupt entry points,
(8) task switching and swapping,
(9) representation specifications,

(10) derived types and overload,
(11) address specifications, and
(12) exceptions.

In summary, while the use of the HOL is clearly preferred over that of
assembly language, the current state-of-the-art, unfortunately, does not
permit exclusive use of HOLs in embedded computer system software. Further-
more, it cannot be predicted at this time when, if ever, such dependencies
will be completely eliminated. Thus, a significant and critical portion of
both the embedded software and the support software can be expected to have to
be redone, at considerable time and expense, if an existing computer were to
be replaced with one having a different ISA.

4.4.3 Battlefield Dependence on ISA

In addition to the software basis for ISA standardization in Section
* 4.4.2, there is also an operational basis which is summarized below and more

fully explored in Section 4.5.

As discussed in Section 1, the high cost and complexity of logistics and
maintenance support of a large number of different types of embedded computers
and the requirement for casualty/failure backup of critical systems during
battle have become serious concerns. In Section 4.5 these concerns are
addressed and the conclusion reached that controlled and evolutionary
standardization with respect to battlefield and shipboard embedded computers
is essential. This need then cannot be met, practically, without each such
embedded computer incorporating, if not a standard, at least a de-facto ISA.

Furthermore, the need established in Sections 1 and 4.5 for a capability
of practical on-line tasking of other embedded computers that are located
within the same battlefield environment to restore some (or all) of the func-
tions of a damaged/failed computer must also be addressed. (Of course, such a
backup capability would have to be incorporated into the original design of
each system.) A simple and cost effective solution to achieving this type of
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"field interchangeability" of battlefield/shipboard software function is to
- use computers employing the same ISA; the alternative, a costly way, is to

conduct multiple software developments, one for each of the different ISAs to
be employed in the backup scheme. The latter alternative is the result of p
computer proliferation.

" 4.4.4 Competition and the Protection of ISAs

As discussed in Section 4.4.2, software reuse/transportability can be
achieved through the replacement of an obsolescent computer with a new one
having the same HOL and ISA*.

With the existing widespread proliferation of embedded computer ISAs,
however, the probability is high that replacement computers with the same ISA
as the computer to be replaced could only be acquired from a single industry
source, a procurement approach that violates acquisition policy and is not in
the best interest of DoD. This situation can be anticipated since all of the
ISAs in use in DoD's embedded computers, with the exception of those that are
part of existing standardization programs, are not appropriate for industry-
wide competitive procurements since they are protected by patents, copyrights,
or trade secrets. (The same holds for almost all commercial TSAs, i.e., ISAs
used in off-the-shelf commercial computers.)

Various protection mechanisms (patents, copyrights, and trade secrets) are
employed by companies to retain the economic value of their ISA. An ISA has
value primarily on the basis of a marketable, competitive product-line of
computers and support software associated with it. Companies protect their
computers and support software but not for the same reason they protect their
ISA. A computer is protected to prevent another company from copying it. A
support software product is also protected, not only because its development
was expensive, but, unlike the computer, it is very easy to copy. Once
copied, such support software, particularly that which is valuable to the
community-at-large, would lose the economic value it has to its developer,
since the latter would no longer be able to profit monetarily from it. Even
if the computer and its support software are protected, there is still a need
to protect the underlying ISA. Another company could use that ISA as the
basis to develop a competing computer, of a different design, that would be
capable of executing the same applications and support software.

Traditionally, ISAs have been used as the basis, not of a single computer,
but of an entire product line produced as a family by a single company with a
ready-made, exclusive market for its next generation computer, namely the users
who own a current version and would like to upgrade to a more powerful (or
more cost-effective) computer without having to change the software. is
important to note that such upgrades, historically, have been made through the
use of a company-standard ISA, the level of computer structure at which soft-
ware transportability can be effected with minimal or zero change.

* Problems may still exist if, as is so often the case, the HOL or the ISA
offered with a new computer is a subset of or an expanded or slightly dif-
ferent version of the HOL or ISA used originally.
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In practice, DoD has found, that the number of sources of a replacement
computer with the same ISA has been limited usually to one--the manufacturer
of the original computer. Such a procurement is sole-source and can be
expected frequently to result in a higher costs and a poorer technical
approach. Currently, throughout DoD, there is widespread lock-in to
particular companies and their product lines, to the government's detriment.
The situation has been complicated further where, the original supplier of the
ISA failed to have new ISA-compatible products in the line which met, without
starting over, the specific needs of the DoD system for which upgrading was
essential to meet a threat.

Essentially, then, ISA dependencies in computers and HOLs have placed DoD
in a "Catch-22" situation: Moving to a different ISA will cause severe
problems; staying with the same ISA will also cause a different set of severe
problems.

4.4.5 Government Licensing of Commercial ISA

Given that commercial ISAs are protected, hence proprietary, would it make
any sense for the government to gain the right, through purchase or license
agreement, to use a limited number of such ISAs (limited for the reasons
discussed in Sections 4.4.2, 4.4.3. and 4.4.4) in competitive acquisitions of
mission-critical computers? Such an action would allegedly provide a source
of commercial computers having the standard ISA (and a complement of support
software) that, while not militarized and not suitable for general field use,
could nevertheless be useful immediately in the development of weapons systems.

During the course of this commitment, the commercial owner of the ISA
would, contrary to policy, receive continuing sole-source awards for their
line of commercial computers having the selected ISA for government use in
software development and support, use in benign environments, etc. The owner
of the ISA would benefit further through continuing sole-source sale/license
to the government of ISA-dependent support and system software. The owner
might also receive royalty payments on a long-term basis from the government.
Other benefits would accrue to the owner through the publicity of being chosen
by the government as having a superior ISA, etc. In addition to the above,
being contrary to acquisition policy, DoD could be expected to dissipate much
non-productive energy dealing with the remainder of industry concerning their
future ISAs, computers, and software products. Thus, standardization on a
limited number of otherwise suitable commercial ISAs will result in a form of
sole-source lock-in that seems to have as many unavoidable pitfalls as those
resulting from the uncontrolled use of proprietary ISAs discussed in Sections
4.4.2, 4.4.3. and 4.4.4.

4.4.6 Use of Government-Owned ISAs

The remaining alternative of standardization on government-owned ISAs is
next explored. Experience has shown that use of government-owned ISAs can
achieve highly-effective open competition for military computers and associ-
ated software. This approach has the disadvantage that, initially, there
would be a lack of computers having the standard ISA for use in software and
system development. Another initial disadvantage is the possible unavailabi-
lity of an adequate support software base. However, once government programs
build momentum, these needs will be satisfied. Witness the Navy's AN/UYK-7
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and AN/UYK-20 standardization efforts. Witness also the government-owned Air
Force 16-bit standard ISA Program which has led to multiple competing sources
for computers having the ISA specified in MIL-STD-1750A and to a complete set
of JOVIAL language-based support software. The joint Army and Air Force stan-
dard 32-bit ISA standard known popularly as Nebula and officially as
MIL-STD-1862, now has under development an Ada compiler, a comprehensive pro-
gramming support environment based on the use of one or more types of commer-
cial computers, and a multi-level secure real-time operating system.

Efforts to insure that DoD ISAs are state-of-the-art and of high quality
are detailed with the presentation of individual Service programs in Section 5.

4.5 Embedded Computers

4.5.1 Analysis of the Effects of Computer Proliferation

Many of the problems now being experienced DoD-wide are directly attribut-
able to the proliferation of different and incompatible embedded computers;
expensive and lengthy system development and evolution; high cost of logistics
and maintenance support; inability to acquire, train, and retain competent
field maintenance personnel; high cost of maintenance training; and low opera-
tional availability (survivability, failure/casualty backup, continuity of
operations). When system contractors are required to employ computers which
are unfamiliar to them in system development, inappropriately high costs are
incurred and schedule risks are increased.

4.5.1.1 Logistics and Maintenance Support

The situation with respect to cost of logistics and maintenance support of
*computers in fielded systems, as discussed in Section 1, is now very serious.

Factors contributing to this cost include the development and maintenance of
an Integrated Logistics Support (ILS) System for each different embedded

-computer type deployed, reliability testing, inventory management, test equip-
ment, tools, ATE software, maintenance training, operational readiness float,
and initial and replenishment spares and repair parts. ILS development alone
typically costs $3 to $5 million per computer type and takes two to three
years to complete. Yearly maintenance of the ILS package is approximately
$250,000 for each different type. Even though the number of "in-system"
fielded computers is the same with or without proliferation, the volume of
spares, repair parts, and floats required is increased considerably since a
minimum level of spares, parts, and floats is required for each unique type.

* . The fundamental basis can be illustrated by an example. If it were

*required that ten spare boards be kept on hand for each instance of a unique
*embedded computer in the field, then twenty boards would be required if two

computers existed at the same location and each was unique, forty boards for
four computers, each being unique, etc. On the other hand, if, in the four
computer case, all four computers were identical, then a total of only 10
boards would be required. This number would increase to 11 boards for 10
identical computers vs. 100 boards for 10 uniquely different computers.

This argument also applies to the number of required military field main-
tenance personnel. DoD is very much concerned with being able to provide a
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sufficient number of military personnel capable, of being trained to perform
maintenance of sophisticated computers even if the number of different compu-
ter types in the inventory were small. With the proliferation of types now
extant in the Army, for example, it appears that the present and anticipated
needs for use of embedded computers to meet the prevailing threat will be
thwarted due to lack of ability to maintain such equipment. Thus, unbridled
proliferation quietly erodes DoD's maintenance capability.

Proliferation of computer types also has a serious impact on the cost of

training, as discussed in Section 2.

4.5.1.2 Operational Availability/Survivability

The extensive use of computers has raised the level of sophistication of
military systems to the extent that it has virtually eliminated manual backup
in the event of battlefield-induced equipment breakdown. This has raised
concerns in DoD about the ability of military field systems to survive, to
continue functioning, and to be restored to operability in the face of
computer outage due to component failure or battle damage. If computer damage
is extensive, then a high density of common computer types will improve the
likelihood that spares, parts, floats, and maintenance personnel will be
available in the vicinity to restore systems to normal operation.

Alternatively, with a low density of each type, if supplies are exhausted
and supply lines are cut, then the failure of even one system may critically
render entire battle units inoperable. In such situations, proliferation of
types seriously removes the possibility of taking like computers that are
operating properly, but not performing key battle functions at a given point
in time, and substituting them into those critical systems that have suffered

- computer damage/failure. Proliferation of computer types thus can become a
*_ major impediment to survivability and continuity of operations.

Also, the lack of commonality would impede reaching a level of continuous
operation more sophisticated than that achievable via cannibalization, speci-
fically, the effective transferability of software to other computers in the
field. This "resumption of function" could not otherwise be carried out
simply and straightforwardly, if at all. (Providing for this capability also
requires planning in the original design of a system-of-systems network that
provides for "graceful degradation" of function rather than catastrophic fail-
ure.)

Generic hardware proliferation problems will not be "resolved away" as
technology advances, i.e., as computers become smaller and more reliable.
Most of the problem will remain; few will become less severe. Advancing tech-
nology alone will not solve the problems of logistics/maintenance support and
survivability (operational availability) of future embedded computers.

4.5.2 Mission-Critical Computer Standardization Alternatives

Preceding sections explored in detail problems caused by the prolife-
ration of DoD mission-critical computers and concluded that controlled and
evolutionary HOL standardization and ISA standardization were necessary but
would provide only a partial solution. They would not reduce the high cost of
field logistics and maintenance support nor would they eliminate problems as-
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sociated with maintenance training. They would not improve operational avail-
ability and they would only provide partial relief of the problem of expensive
and lengthy system development and evolution. Without a suitable approach to
embedded computer hardware standardization, DoD anticipates continuing diffi-
culties with respect to the cost, survivability, supportability, and growth of
field systems that contain embedded computers.

In addressing alternative approaches to hardware standardization, consi-
deration must be given to technology, competition, service operating and
support environments, system growth, and cost.

Computer technology has been advancing very rapidly. Computer speed and
circuit density, for example, have been doubling approximately every three
years, and this impressive rate can be expected to continue. Concomitant
increases in reliability and decreases in size, weight, power, and
cost/performance ratio can also be expected to continue. In the analysis of
alternative approaches to standardization, therefore, consideration must be
given to computer technology in light of the potential for rapid obsolescence
of embedded computers from threat, cost, and logistic support viewpoints.
(The advance of hardware technology is considered to be much greater than that
of HOL and ISA technology to the extent that it makes sense to think of
multiple generations of hardware implementing the same ISA and having software
supported by the same HOL.)

With standardization on a limited number of government-owned ISAs, service
hardware acquisitions can be accomplished on a fully competitive basis since
lock-in to a single company based on its protected ISA could not occur. If
well-structured, such acquisitions should be met with an ample and enthusias-
tic Industry response, witress the 12 bids by 15 participating organizations
for the advanced development of the Army's Military Computer Family, and also
the 23 companies that have demonstrated in-house developments and now stand
ready to bid Air Force solicitations involving MIL-STD-1750A ISA computers.

Several hardware standardization alternatives warrant consideration. The
level at which standardization is approached in each can have a significant
bearing on how technology is dealt with, on how competition is employed, on
logistics support, on operational availability (survivability), on life-cycle
costs and on system evolution. Each alternative will be discussed keeping
these factors in focus. The number and types of standard products and the
duration of use of such products are also variables that will be considered.
Not considered at this point is the applicability of each standardization
approach to individual Services and whether a single standardization program
should apply to more than one Service. That discussion is in Section 5.

4.5.2.1 Total-Product Standardization

The first level considered is standardization on the entire product (its
design, components, and physical form) such that instances of it would be
identical, inside and out, with the exception that some capabilities such as
memory and input-output, may not be at the maximum level or capacity provided
for in the product design. Several types of such products may constitute the
standardization approach of a particular Service (e.g., the Navy's AN/UYK-43
and AN/UYK-44 and the Army's UYK-41 and UYK-49 computers). Such an approach
provides the least burden in terms of logistics and maintenance support and
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provides for high operational availability and system survivability poten-
tial. Provision could be made for each such product type to be available from
multiple suppliers with acquisitions on a competitive basis. Other than for
second-source development, the internal hardware design of the standard compu-
ter would not be pre-specified by the government, but would be expected to
change with each new generation of the standard (i.e., every four to eight
years). Thus, the life of each product would tend to be limited by:

(1) The rate of technology which might have a negative effect on the
availability of repair parts, and

(2) The need for more advanced products in order to meet new enemy
threats. This approach, while providing the highest degree of
standardization raises several questions:

(a) to what extent would the government be locked-in to the supplier
(in the single producer case)?

(b) If multiple suppliers of identical items were established, would
competition result in substantive benefit to the government?
(i.e., would competition be "meaningful"?)

(c) How much of a risk would the government be taking with respect to
technical performance due to the production of a single design
for Service-wide use? (i.e., what is the risk that the wrong
technical approach might be chosen?)

4.5.2.2 Form-Fit-Function Standardization of Computer Modules

The second level is standardization on a form, fit, and function basis
with respect to the computer's internal plug-in modules and the physical form
and external interfaces of the computer. In such an approach, each module
type would be acquired competitively using a form-fit-function specification.
Modules of a given type made by several manufacturers would be required to
operate in place of each other but would not be required to employ the same
components, technology-nor the same internal design. This approach is not as
good as the first level of logistics and maintenance support because of
different piece parts. This approach also involves the high risk that DoD or
a third party cannot develop and manage effectively form-fit-function
specifications at this level that are complete, consistent, unambiguous, and
independent of technology. The high speed internal bases of a computer, in
fact, are technology-dependent and, traditionally, controlled by the computer
manufacturer, not the government. Also form-fit-function partitioning itself
tends to be highly dependent on the particular type and level of technology
employed by the computer manufacturer.

4.5.2.3 "Box-Level" Standardization

The third approach, "box-level" standardization (form-fit-function stan-

dardization of the computer "bo ") entails specification only with respect to
the external attributes of the omputer. This level of specification, which
is less dependent on technology an module standardization (Section 4.5.2.2),
usually covers ISA, physical form, performance, capacities, environmental

requirements, and external electrical and human interfaces. Provision could
be made for each product type to be available from multiple suppliers, each
employing his own internal design and technologies, with acquisitions on a
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competitive basis. (For example, two designs may be fielded with two
suppliers for each.)

In contrast with the first and second levels discussed above, this
approach offers a compromise solution. It reduces the logistics and mainte-
nance support burden but not nearly as much as the first two alternatives.
(The three approaches would provide varying reductions of the currently
prevailing high state of computer proliferation). This approach also provides
more options with respect to technology, provides for a broader technology
base for DoD embedded computers, and offers a more extensive basis for
competition. It also provides the potential ability to use interchangeable
units of like type produced by different manufacturers. This approach does
require that interchangability of like types (having different designs) in the
field would have to be validated during development.

4.5.2.4 Standardization on a Limited Number of External Attributes

The fourth approach is a relaxed form of the third level of
standardization in which the specification of external attributes would be
limited to ISA, environmental requirements, and perhaps some external
electrical interfaces (i.e., full form-fit-function specification would not be
employed). A limited number of such products would be permitted in the
inventory; system developers would be required to limit competition to
existing suppliers, once an adequate number of suppliers has been developed.
In general, units could not be used interchangeably.

4.5.2.5 Standardization Only on ISA

The fifth approach is to standardize on ISA only and to implement hardware
control on a system-by-system or fleet basis. This approach may be suitable
for those systems whose hardware may have to be specially configured, or whose
computational needs may not be met via existing standard hardware products. A
fleet approach may be suitable in those instances where a large number of the
same type of hardware items would be employed and where logistics support
wasnot common beyond systems within the fleet. In this case, DoD would still
be able to derive the benefits described earlier with respect to the use of
HOL and ISA standardization. This approach goes the furthest of all toward
broadening competition and facilitating technological insertion.

4.6 Summary

4.6.1 Need for Reuse/Transportability of Software

During the deployment lifetime of weapons systems, embedded computers are

replaced for a variety of reasons:

(1) To meet changes in the threat addressed by the system.
(2) To improve efficiency or accommodate system enhancements.
(3) To replace obsolete computers that are too costly and unreliable to

keep in the system.

In many cases, much of the original software may be valid for the upgraded
system and savings would result through the ability to use this software in
the new computer, thereby avoiding the expense of a major redevelopment.
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4.6.2 Inadequacy of HOL Commonality

Reuse (or transportability) of software is effectively prevented if the
new computer does not exhibit the original ISA. ISA dependencies are perva-
sive in the HOL, the programming support environment, and in software products
such as a run-time operating systems. ISA dependencies are necessary in
current practice and reflect the state-of-the-art of software and hardware
design. Dependence of HOL software on the ISA for which it was developed
exists with respect to all HOLs intended for system development. In other
words, a ROL program will frequently result in radically different computa-
tions by computers with different ISAs. Also, order-of-magnitude differences
in efficiency can result in the execution of an HOL program on computers of
comparable speed, but with different ISAs.

Ada has fewer ISA dependencies than most other languages. However, at
least twelve major areas of ISA dependencies have been identified. It cannot
be predicted at this time when, if ever, ISA dependencies will be completely
eliminated. Thus, a considerable portion of the software can be expected to
have to be redone if an existing computer were to be replaced with one having
a different ISA. Therefore, software transportability is dependent on ISA
commonality.
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SECTION 5 SELECTED DOD STANDARDIZATION APPROACHES

5.1 Introduction

During the past decade, the Department of Defense, (DoD) and the Services
have embarked on a number of computer-related programs to manage computer
resources effectively and to reduce proliferation in those areas where opera-
tional availability and tactical force capability are foremost. These efforts
address both software and hardware issues, while maintaining focus on unique
Service and mission requirements. The DoD common-language project, Ada, in-
struction set architec4ures (ISAs) such as MIL-STD-1750A and MIL-STD-1862, as
well as service standard hardware programs such as the Army's Military Com-
puter Family (MCF) project and the Navy's AN/UYK-43/44 projects have come from
these standardization programs. These efforts will allow DoD to field cost-
effective systems, while maintaining control over major factors causing geo-
metric growth in computer-related costs.

Although there are many elements of DoD's standardization program, the
basic thrust is to standardize consistent with technology and mission require-
ments, life-cycle support issues, and competitive procurement practices.
Because of these factors, DoD and the three services have implemented several
standardization approaches which include Ada, MIL-STD-1862, MIL-STD-1750A and
several standard hardware procurement programs. These standards are vendor-
independent for competition and can be improved over time.

This section of the study will describe the various DoD and Service pro-
grams that are underway.

5.2 Ada Joint Program

Ada is a modern high-order computer programming language which will become
the standard language for writing software for DoD mission-critical computer
applications. The Ada Program extends well beyond simple language configura-
tion management and will help control the cost and improve the quality of
software by facilitating the application of modern software development prac-
tices. The Ada Joint Program Office (AJPO), attached to the Deputy Under-
Secretary of Defense for Research and Advanced Technology (DUSD(R&AT)), is
managing the DoD effort to introduce, implement, and provide life-cycle sup-
port for Ada.

5.2.1 Background

It has been estimated that the DoD currently spends about $4 billion per

year on embedded computer software. This includes the design, development,
acquisition, management, and operational support and maintenance of such soft-
ware. The role of software in embedded computer systems is expanding, counter
numerical superiority. But this technical superiority exacts a
price-increasing complexity. The basic software problem is related to the
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software problem is related to the rapidly growing complexity of systems coup-
led with existing software practices. Recognizing the need to improve soft-
ware business practices, DoD started an initiative to focus management resour-
ces on the improvement of software life-cycle practices and tools used in P
DoD's computer systems.

In 1975, the High Order Language Working Group (HOLWG) was established--
with representatives from the Army, Navy, Air Force, Defense Communication
Agency (DCA), National Security Agency (NSA), and Defense Advance Research
Project Agency (DARPA)-to investigate the feasibility of adopting a common
high-order computer programming language for use on embedded computer systems.

A comprehensive set of requirements was developed through extensive coord-
ination in DoD, allied countries, industry and academia. Over 26 existing
computer languages were formally evaluated against these requirements. No
existing language was sufficient to serve as the common language. The HOLWG
undertook a competitive international procurement for the design of a language
to meet those requirements. Funds for this activity were provided by the
Services and technical management was provided by DARPA. An initial design of
the language was completed in May 1979.

5.2.2 Language Standardization

The language design team, CII Honeywell Bull, completed the language
design and the government published the Language Reference Manual (LRM) in
July, 1980. On December 10, 1980, the reference manual was republished by the
DoD as a military standard (MIL-STD-1815). Since that time the AJPO has been
working towards making the Ada Language Reference Manual a universally-
recognized specification.

The AJPO has used the canvass process as the procedure for establishing
Ada as an American National Standards Institute (ANSI) standard. The canvass
procedure began in April 1981 when ANSI approved the canvassee list and the
canvass package, including the July 1980 LRM. A ballot was mailed to the list
of 96 organizations representing potential implementors, potential users, and
general interest categories.

The ANSI standardization process came to a successful conclusion on
February 17, 1983 when Ada was voted an ANSI standard. An ANSI Ada reference
manual is now available. Efforts in the future will be directed toward the
adoption of Ada as an international standard. Standardization will provide
stability for the development of a comprehensive software environment and re-
usable software.

The European software community, which has participated actively in the
language design and reviews, recognizes Ada as a state-of-the-art computer
language and is very supportive of the Ada program. The European Economic
Community (EEC) has adopted Ada as its common implementation language. The
NATO Community is. considering Ada as a standard to facilitate interoperability
of systems and to reduce NATO life-cycle embedded computer costs. NATO's Mil-
itary Command and Control Information System Working Group (MCCISWG) estab-
lished an ad hoc group of experts to consider the implications of adopting Ada
as the standard for NATO funded portions of NATO command and control informa-
tion systems.
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5.23 Ada Programming Support Environment (APSE) Development

The Ada program involves more than just a language. By design, it incorp-
orates many features needed to support modern software engineering practices.
An intrinsic principle of modern software engineering is the use of an auto-
mated environment to provide complete life-cycle software support. Recogniz-
ing the importance of environments, it is the goal of DoD to develop and main-
tain all Ada software on state-of-the-art Ada Program Support Environments
(APSE) which are based on the "Stoneman" model ("Stoneman" is a requirements
document for support environments).

The purpose of an APSE is to support the development and maintenance of
application software throughout its life-cycle, with particular emphasis on
software for embedded computer applicatione. One of the more important con-
cepts in an APSE is the database, which acts as the central repository for
information associated with each project throughout the life cycle. The data-
base supports the organizational infrastructure, as well as maintaining the
data critical to the management, development, testing, and life-cycle support
of software. The database also serves as the interface through which the set
of modular tools communicate and interact with each other. The database will
contain management information such as version control, library support and
project management as well as the code, test data, and documentation required
as part of any life-cycle support.

The DoD has two Ada Programming Support Environment developments under
way, the Army Ada Language System (ALS) and the Air Force Ada Integrated
Environment (AIE). It is the Navy's intention to provide a standard support
environment based on the Army ALS and a corresponding run-time environment to
meet the demands imposed by specific mission-critical requirements. These
efforts are for Minimal Ada Programming Support Environments (MAPSEs) because
the AIE, the ALS, and the Navy ALS will initially comprise only a little more
than the "minimal" tool set required for life-cycle support of software.
Consistent with the Stonemau model, additional tools can and will be developed
and added to these environments.

The Army, with Navy and Air Force participation, has begun full integra-
tion testing of the ALS in 1983, and when satisfied with the ALS operation, it
will be made available for rehosting. It is planned that the ALS will be
fully available for production software development and maintenance in 1985.
The ALS is initially hosted on Digital Equipment Corporation's VAX 11/780 VMS,
but is designed to be rehostable. Additional tools will be added when re-
quirements are determined. The AIE is scheduled for initial delivery to the
Air Force in 1984. The AIE is hosted initially on the IBM 370. The AIE and
the ALS will initially reside on different host computer hardware and provide
alternative design approaches which reduce overall program risk. Funding two
developments ensures availability of a reliable support environment at the
earliest feasible date. Eventually, the DoD will determine the best approach
to APSE design and the Service's APSEs will converge to a DoD standard.

5.2.4 Insuring Tool Transportability

It is reasonable to assume that additional tools will be recommended for
inclusion into the Ada programming support environment portfolio in the
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future. It is important to be able to absorb these potential proposals in an

orderly manner so as to converge to a DoD-wide shareable APSE.

In the nearer terms, it is necessary to coordinate the AlE and ALS devel-

opment efforts to converge to a standard set of host computer/APSE interfaces
in order to provide a basis for considering additional tools. The host com-
puter/ASPE interfaces reside in an inner core software implementation referred
to as the Kernal Ada Programming Support Environment (KAPSE). The KAPSE con-
tains the host computer unique hardware and software primitive implementation
parameters peculiar to a specific computer. To the MAPSE, the KAPSE provides
the standard interface so that the MAPSE design is independent of the internal
KAPSE design. This independence provides the basis for APSE tool portability.

To focus on the convergence of the ALS and AIE MAPSE/KAPSE developments,the Navy has been selected to lead a joint service review team to identify and

recommend conventions within the KAPSE. The review team has been named the
KAPSE Interface Team (KIT). An associated volunteer international group of
both industry/academic experts has been established to support the KIT.

The payoff of this effort is to consolidate the portability gains made by
the Army ALS and Air Force AIE development efforts and to entertain evolution-
ary additions to the APSE definition. Success of this effort will assure Ada
tool portability which, in turn, will provide savings to DoD.

5.2.5 Ada Run-time Considerations

The real-time performance of a system is a combination of both the sup-
porting hardware and the language in which the system was written. Although
Ada supports writing efficient real-time programs, it depends on the machine's
specific code generators, optimizers, and run-time systems to turn that poten-
tial into reality.

By concentrating attention on selected standard ISAs in the near term,
more attention can be devoted to the development of very efficient code opti-
mizers and run-time systems. The new ISAs proposed for military standardiza-
tion do provide facilities for efficient execution of real-time programs.
Efficient Ada software, which can take full advantage of these ISAs, is not
available. During the near term, DoD needs to focus attention on the develop-
ment of code generators and optimizers for designated standard instruction
sets. Commercial usability of Ada is an important feature in overall language
standardization and use; but DoD has particular needs of its own. Funding the
development of efficient run-time systems is needed because of their distinc-
tive character compared to commercial systems. For example, consider the
optimization of the space needed for program storage or computational re-
sources. In a commercial environment, memory is a relatively cheap commodity,
therefore there is little incentive in today's hardware marketplace to develop
space-efficient programs. On the other hand, a military system is usually
extremely large in the number of options, and therefore, memory is relatively
expensive. Memory is more expensive because of DoD requirements for volati-
lity, ruggedization, radiation hardening, power, weight, and operational
availability. This means that military systems will constantly be facing
space-optimization problems which are almost irrevelant in the commercial com-
munity. These needs will not be stressed by the developers of commercial Ada
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developers of commercial Ada language processors. Without some way of focus-
ing attention on particular ISAs, it will be impossible to devote the resour-
ces necessary to develop the efficient code generators, optimizers, and run-
time systems required.

Ada has a logical relationship to computer ISAs. The degree to which an
- ISA provides support to Ada Language constructs has an economic impact. The
" closer the architecture of an ISA matches the Ada Language, the greater the

probability achieving economic Ada application code portability. The Army and
Air Force have been focusing on this issue since 1979 and have evolved the
MIL-STD-1862 Nebula ISA to closely support the Ada Language.

The Ada/MIL-STD-1862 combination will give birth to the practical portabi-
lity of applications software from one weapons systems to another. This is
the primary means to support int~coperability among systems and functional
survivability within a system from one generation to another.

5.2.6 Transportability with Ada

Ada provides considerable opportunities for transporting software from one
program to another. But these are still just opportunities. Effective pro-
grams for software transportability include not only the high-level program-
ming language, but the ISA of the eventual target computer, the run-time sys-
tem on that target computer and the surrounding support software. Even with
standardized ISAs, there are many other areas in the run-time system and sup-
porting libraries which will need standardization to achieve full code tran-
sportability. Use of Ada as a high-level programming language is one step in
solving the computer system's problems. ISA standardization is another step.
Together these can have an effective impact on improving the use of computer
hardware and software. Without the ISA standardization, DoD can expect only
limited benefits from Ada in the near term.

The Ada Program involves a number of features, but there are still hard-
ware dependencies. Particular attention has been placed on the development of
a standardized computer programming language. Through the use of a standard
programming language, it should be possible to transfer high-level programs,
transfer personnel, reuse training resources, and reuse support software
tools. These activities are all undeveloped at this stage. The actual trans-
porting of code from one program to another is only a small part of the
effectiveness of the overall Ada program. Even if all that was possible was
to transfer development support software, and to provide a common language for
the development staff's communication with other human beings, Ada would be a
significant accomplishment. Through the use of common ISAs, DoD will be much
more likely to be able to reuse applications code. This means that the Ada
program by itself can achieve considerable improvements in the development of
DoD software, when combined with ISA standardization developing with Ada, it
has an even larger potential for cost control and improved technology.
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It has been called to the attention of many people that a large U.S. semi-
conductor company has developed an ISA closely related to Ada. This should
not be blown out of proportion. There are a number of ISA and hardware archi-
tecture proposals that are closely related to the Ada language. Some of these
provide tremendous opportunities for efficient execution of Ada software.
There is, however, also the view that low-level architectures provide more
flexibility in the translation of )rograms and therefore can be more effective
in the overall execution of programs written in a high-level language. At
this state it would be improper to drop DoD standardization efforts with con-
ventional architectures and move completely toward any specific high-level
architecture directly related to Ada. Considering the ways programs are
developed, it is very likely that the more conventional architectures will, in
the near term, be the most effective method of executing programs. As a fur-
ther note on the Ada-related instruction set architecture, the overall archi-
tecture has been much less than satisfactory in its execution speed of pro-
grams. This should not be taken as a negative reflection on Ada, as much as
it is an indication that the development of this kind of new instruction set
architecture is very difficult and it may take a long time to reach the execu-
tion capabilities we have in the existing standardized ISA's.

Ada can be used to write reusable code. Reusable code can be viewed in
two different ways. First, reusable codes can transcend one generation of
specific weapon systems to its successor. Second, reusable code can be in-
serted into two different systems to support interoperations standards and to
distribute identical processing capability to two or more hierarchical systems
which perform the same function.

Additionally, reusability also means that the Ada encapsulated mission
function can be used on dissimilar ISAs without reinvention of the function
solution. The form of the software solution will follow the mission function
to preserve the solution without incurring complete redevelopment cost.
Today, software solutions are uniquely "part of" a system solution. With Ada,
many mission functions will be separable and "used with" a system or systems
solutions.

It should be noted that only the DoD-sponsored ALS and AIE developments
are supportive to providing a rehosting capability and multiple code genera-
tors to more than one ISA. These two specific goals are over and above the
commercial developments now in progress. It is the successful implementation
of these goals which provides the leverage for the anticipated cost savings
within DoD.

5.2.7 Compiler Validation

Enforcement of a single definition of Ada as a standard is the only method
e* available which will ensure portability of embedded computer software at a

reasonable cost. This can only be achieved if every compiler conforms to the
* Ada standard. The DoD has taken two steps to enforce the Ada standard. Trade-

marking the term "Ada" and developing a capability to certify Ada compilers.
The DoD will not validate Ada subset, superset, or language variant compilers
for the development or maintenance of DoD Ada software. An Ada Validation
Office (AVO), reporting to the Technical Director, AJPO, will ensure that Ada
compilers implement the standard independent of hardware manufacturer.
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Historically, a compiler implementation has been a de facto definition for
the language. Consequently, when different compiler developers make divergent
implementation decisions, dialects appear. The goal of this Ada program is to
provide non-divergent implementations of Ada. Consistent with the goal, the
purpose of the Ada Compiler and KAPSE tool interface validations is to ensure
the maximum transportability, interoperability and reusability of Ada software
at the least cost to the users and ultimately the public. This will be accom-
plished by maintaining a firm Ada standard represented by the Ada Language
Reference Manual, publishing implementation guidelines, and providing a power-
ful compiler validation capability. Since there is virtually no chance that
two compilers will implement precisely the same language without some mecha-
nical check, the AJPO has developed a sophisticated validation capability
which will test compiler conformance. There will be no restriction on the
distribution of the validation test set. This is beneficial, not only because
it will assure conformance, but it will be an enormously useful tool for im-
plementers by providing a considerable measure of confidence in the correct-
ness of the implementation.

The Ada Implementors Guide is available to all interested parties. It
defines test objectives and discusses the ramifications of critical sections
of the Language Reference Manual. Nearly 1400 test objectives have been docu-
mented in the Implementors Guide and over 1600 test programs have been written
and tested. The complete set of approximately 1600 test programs has been up-
graded to reflect the language changes made during ANSI standardization. The
AJPO will continue improving the state-of-the-art in compiler validation
through the Ada test set. Other validation tests may be developed indepen-
dently where practical, and will be used to augment the Ada Validation
Office's test suite. Anyone may submit a test for inclusion in the test suite
to the Ada Validation office, which will evaluate the merits of adding the
proposed test.

Validation is vital to the success of the Ada program and in controlling
the cost and improving the quality of software. The AJPO's policy is to min-
imize the compiler development effort required for validation. Validation
guidelines have been published and are available through the National Techni-
cal Information Service. The guidelines can be summarized as follows: A
party submitting a compiler for validation will be responsible for any direct
costs incurred by the AVO during validation testing. The testing will be at
the site of the compiler developer. Compiler developers whose compilers suc-
cessfully pass all the tests will be issued a validation certificate which
will be effective for one year. In order to assure continued conformance,
annual validations of compilers will be required.

5.2.8 Introduction of Ada

The strategy for introducing Ada will vary with the individual Service and
Agency needs and capabilities. Although there is a long-term goal to adopt
Ada as the common language for mission-critical computer applications, some
components have a current commitment to other languages and support systems.
Depending on the stability and sophistication of those systems within a DoD
component, components' strategies for iutroducing Ada will differ. Two prere-
quisites to Ada's introduction include the existence of an adequately tested
APSE or commercial equivalent and the development of an organizational support
infrastructure, which will monitor: The configuration control, distribution
and maintenance of Ada software; education and training of DoD personnel;
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industrial management; and the establishment of policies which promote modern
software engineering practices. Each service must obtain and commit the
resources required to develop the necessary support for Ada.

In general, initial introduction of the language will focus on new systems
rather than modifications of existing systems. Programs coded in some other
language should not undergo a translation unless they are undergoing a planned
redesign for economic or performance advantage.

Several commercial efforts have been announced, including compilers by
Western Digital, ROLM, TeleSoft, and Intel. All four companies have announced
plans to market complete, validated compilers. To date, the ROLM and Western
Digital compilers have been validated. It is anticipated that most major
computer manufacturers will develop Ada compilers.

All existing commercial compilers are incomplete with respect to DoD spon-
sored developments in that they do not support rehostability nor do they cur-
rently generate code for DoD-selected computers. It is doubtful that private
capital will be available to extend their use for DoD projects. In addition,
as these compilers are new and the ACVC tests do not include compiler perfor-
mance measures nor object code efficiency measures, it is highly likely that
DoD use of these early compilers would necessarily require DoD funding to im-
prove their utility.

5.3 Joint Army And Air Force MIL-STD-1862 Program

5.3.1 Background

In 1975, an in-house, ad hoc committee, called the Computer Family Archi-
tecture Committee, was formed to conduct comparative analysis of military and
commercial ISAs and to recommend a single ISA for use as a standard for embed-
ded computers. The Committee's recommendation, which was based on a variety
of factors, was that the ISA employed in the PDP-11 product line of Digital
Equipment Corporation (Digital) be selected8. Based upon this recommenda-
tion, the Army initiated negotiations with Digital in 1977 to obtain a license
to use this commercial ISA.

By mid-1979 the Army had been negotiating with Digital for over two years
to obtain a license for use of the PDP-11 16-bit ISA in its Military Computer
Family (MCF). Negotiations also addressed future licensing of the new 32-bit
ISA incorporated in Digital's VAX-11/780 computer*. The ISAs from those two
computer programs would give the DoD both 16-bit and 32-bit ISA standards.

* The Navy did not join the Army in this effort due to the decision to replace

the AN/UYK-7 and AN/UYK-20 with new software-compatible computers and to
postpone introduction of a new ISA to the followipg generation of embedded
computers*
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In 1978, the Army engaged C. S. Draper Laboratory to perform an indepen-
dent study of the MCF Project. One of the conclusions of this study was that
future Army requirements for computers would be satisfied more effectively
through use of a single ISA with 32-bit (vs. 16-bit) capabilities, and that
the ISA of choice, in light of the negotiations that were ongoing, was the
VAX-ll/7809 . The use of a single ISA for the entire family would provide
software compatibility among all battlefield computers which offered the sig-
nificant benefits of reduced support software costs, flexibility for system
growth, and battlefield failure/casualty backup (survivability).

The Army accepted this recommendation but had become very concerned about
the feasibility of obtaining a satisfactory agreement with Digital. There
were also fears that close ties to a single commercial company via this ISA
agreement might have an impact on the openness of hardware competition and
hence on the success of the MCF Program. During deliberations on these is-
sues, the Army decided to pursue in parallel a backup approach--use of a
government-owned 32-bit ISA. Since none of the existing government-owned ISAs
provided a true 32-bit addressing capability, the Army's choices for imple-
menting the backup approach were either to modify an existing government-owned
ISA in order to achieve the desired 32-bit structure or to design a new 32-bit
ISA. After some trial design work, it was concluded that none of the basic
structures of existing government-owned ISAs permitted satisfactory expansion
to a full 32-bit capacity. Thus, in September 1979, the design of a new
32-bit ISA was initiated. Requirements for this ISA, later called Nebula,
were as follows:

(1) Government-owned (vendor-independent).
(2) State-of-the-art.
(3) Efficient for military real-time systems.
(4) HOL-oriented.
(5) Optimized for Ada.
(6) 32-bit ISA including 32 bits of virtual address (to support up to

4.6 billion bytes of memory).
(7) Suitability for high speed implementations.
(8) Accommodation of inexpensive, low-performance members in the family

having the full ISA.
(9) Suitability for multi-level security.

(10) Compatibility with future advances in VLSI technology.

It became clear to the Army that licensing a commercial ISA would lead to
problems that would be unsolvable. In addition to the problems discussed in
Sectio, 4. the Army concluded that there would be inadcquate competition for
militarf computers using the commercial ISA. Potential bidders indicated that
they did not want to get involved with a competitor's protected ISA for fear
of legal difficulties and the inability to use experience gained to their own

L commercial advantage. Thus, in February 1980, the Army adopted the use of a
government-owned tSA as a primary approach. Public announcement that Nebula
had been chosen as the ISA for MCF was made in March 1980.
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5.3.2 The Development and Evolution of Nebula

The design of Nebula was begun at Carnegie Mellon University in September
1979. Several analyses involving the use of algorithms that represented the
typical military computing environment provided the basis for the design.
Programs for these algorithms had been written in various ISA languages and
measurements had been made of the efficiency of each ISA in terms of ultimate
computer complexity and capacity10 . Measurements led initially to relative
ranking among a mix of seven mainstream government and commercial ISAs. 11

From these tests it was possible to determine desirable and undesirable pro-
perties of an ISA with respect to execution of military computations. Later,
three more ISAs were evaluated12 . The design of Nebula, when completed, was
also evaluated along with the ISAs of the VAX-11/780 and the CAPS-7. The re-
sults indicated that Nebula was a highly efficient ISA 13 . Independent eval-
uations conducted since the completion of the initial design verified Nebula's
high efficiencyl4,15 .

There was extensive ISA community involvement in the Nebula effort. In
December 1979 and January 1980, in-house reviews of the preliminary design
were conducted with all three Services represented. A public seminar held in
March 1980 was attended by 190 people from industry, government and academia.
Comments were solicited. A large number were received, and many of the ideas
were incorporated into the design. Ada experts made major contributions. A
second industry review was solicited in the Spring of 1980, based on a draft
specification. The response contributed to and was integrated into the publi-
cation of the first Nebula standard, MIL-STD-1862, dated May 1980.

During the Summer of 1980 discussions on Nebula were held between the
Army and the Air Force. The Air Force has been, and plans to continue, using
its 16-bit standard ISA, MIL-STD-1750, in avionics systems, but the need for a
32-bit ISA for both ground-based and aerospace systems had also been recogniz-
ed. The outcome of these discussions was a Memorandum of Agreement that was
signed by the Deputy Commanders of Headquarters, Air Force Systems Command (HQ
AFSC) and Headquarters, Material Development and Readiness Command (HQ DARCOM)
in September 1980, making Nebula a joint Air Force and Army 32-bit standard.
The Agreement established a Nebula Control Board, with Air Force and Army mem-
bership, to manage the standard. The Agreement assigns the Army responsibil-
ity for the development and maintenance of a Nebula Validation Facility, and
establishes cooperation on Nebula-related support software. Seven organiza-
tions from each Service were placed on the board as voting members. Both ser-
vices further agreed to evolve MIL-STD-1862 toward the publication of a joint-
ly acceptable standard.

After the Agreement was signed, Nebula was put through many public and
government reviews. The Nebula Control Board formed a technical Tiger Team in
November 1980 to solicit and consolidate recommendations for change. Many
recommendations came from an in-depth review by the Electronics Industries
Association which was completed in the Spring of 1981. Others came from on-
going reviews by Ada experts, in-house Air Force and Army personnel, MCF hard-
ware and hardware-support contractors, and from several software contracts.
This activity culminated in the publication of a joint Service standard for
Nebula, MIL-STD-1862A, which was approved by the Nebula Control Board and
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issued in September. 1981. Between September 1981 and December 1982 the ISA
was fine-tuned and then published in January 1983 as MIL-STD-1862B, the stand-
ard that will be employed in all Army and Air Force implementations.

5.3.3 Technical Highlights1 6 ,1 7'1 8

Nebula is a byte-addressed 32-bit ISA. The more important of its archi-
tectural features are:

(1) It is a high-level building block approach to instruction structure that
simplifies compilation, supports pipelining, supports the generation of
compact efficient code, requires much less memory, and facilitates faster
operation of programs than most other ISAs. Simple and frequently used
instructions have the most compact format and will compute faster than
other instructions in the ISA.

(2) It is a high-level procedure control mechanism with matching stack struc-
tures that applies not only to procedure calls but uniformly to super-
visor calls, interrupts, traps, exceptions, unimplemented operation
codes, and illegal operation codes. This feature provides the potential
for high execution efficiency and reduction of software errors. Nebula's
procedure control mechanism supports implementation in a range of hard-
ware capabilities from micro-computer to mainframe in that full software
compatibility of low-end members of the computer family can be achieved
without additional cost through use of the OPEX feature. OPEX efficient-
ly initiates software procedures that perform "unimplemented" instruc-
tions with exactly the same results, perhaps at slower speeds, than had
they been implemented in the hardware of the machine.

(3) It has a virtual memory management system is built into the Nebula in-
struction set. Efficient relocation and protection of variable-length
segments that are user-defined provide the motivation for this system.
At the outset, it was required that Nebula's memory management approach
be efficient during use in real-time systems where typical memory manage-
ment systems have to gain needed performance, as well as in command and
control systems and intelligence systems in which tasks must be managed
and protected in a manner similar to that required in general processing
environments. In order to achieve efficient operation, Nebula's addres-
sing and memory management approach contains the following:

(a) Efficient communication between the supervisor and task address
space for systems with a single supervisor and multiple tasks.

(b) Protection of the supervisor from improper access by any of the
tasks.

(c) Relocation of translation of addresses to allow allocation of conti-
guous virtual addresses to noncontinguous physical memory.

(d) The ability to divide tasks into several distinct segments for stor-
age and to protect these segments according to function in order to
reduce the possibility of internal task error.

(e) Protection of the segments of a task from access and corruption by
other tasks in the system. The ISA requires that the hardware auto-
matically provide eight levels of access restriction.

(f) The control of sharing of segments between tasks.
(g) The ability to disable address relocation while maintaining the pro-
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tection functions of the memory management system in systems where
all tasks reside continually in main memory.

(h) Minimizing the amount of data that must be loaded in order to change
tasks. All of Nebula's virtual-address memory management functions
are performed by the hardware but no specific implementation ap-
proach is prescribed in the standard. For example, in the case of a
memory map search, the computer designer may choose hardware ap-
proaches such as performing a sequential microcoded search, perform-
ing a cache-like search or performing a fully associative comparison
that checks all segments concurrently. In any case, the details of
the mechanism will remain invisible to the software.

(4) Separate input-output controllers (IOC) with a dedicated IOC instruction

set that provides protected virtualized addressing. The IOC instruction
set directly supports several types of I/O channels.

(5) A sophisticated exception handling mechanism directly matched to Ada's
features in this area.

(6) Direct support for multi-tasking in order to improve efficiency of real-
time priority-interrupt-driven systems.

(7) Features optimized for Ada.

(8) Support for multi-level security.

(9) A 32-level priority interrupt structure that supports vectored interrupts.

(10) Four clock-timers included in the ISA.

(11) Support for vectors, arrays, records and more-complex data structures.

(12) Support for the IEEE Floating Point Standard.

5.3.4 Exception Handling

Nebula is also designed to incorporate extensive exception handling fac-
ilities-events that cause suspension of normal program execution. Examples
are array out of bounds, division by zero, illegal procedure parameter, float-
ing-point overflow, and range error.

Most computer systems simply stop when such exceptions occur and wait for
an operator to intervene. In real-time military systems, this approach is un-
acceptable, and the system must "recover" so that the mission can continue.
The philosophy in Nebula, which is a direct reflection of the approach taken
in Ada, is that exception conditions, whether caused by the hardware or the
software, should be anticipated and the system design should force such condi-
tions to be handled by the software wherever possible.

In Nebula, exceptions can be handled locally within the context of the

currently executing procedure; can be raised in the caller's context which is
-* at the level of the procedure that called the currently executing procedure;
* at higher levels within the task context-stack and in the supervisor's con-

text. A bit in the current program status word will indicate whether excep-

.. tions that occur during the execution of the current procedure are to be
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handled within the task context or by the supervisor. If the former, and if
an exception handler is defined within the current procedure, then this excep-
tion handler will be initiated and the exception will be handled within the
current scope. If an exception handler is not defined within the current pro-
cedure, then the exception will be "propagated" (i.e., raised to successive
calling levels) until either an exception handler is found or the base (main)
procedure (at the bottom of the task context-stack) is reached. If there is
no handler in the main procedure, then the supervisor's exception handler
shall be called. The transfer to the supervisor's exception handler looks
like a procedure call with the exception-code and offending instruction as
parameters. This handler may choose to take corrective action, abort the
task, return the exception to the offending procedure, or simply continue.
Instructions in Nebula permit declaration of an exception handler, raising an
exception locally, raising an exception in the encompassing context, deter-
mining which exception occured, and storing the address of an exception hand-
ler.

5.3.5 Nebula Support/Features for the Ada Language

As stated earlier, a fundamental requirement was established that Nebula
efficiently implement as many Ada Features as feasible. Nebula supports all
Ada data types (integer, fixed-point and floating-point). It efficiently im-
plements Ada procedures for program structuring using context stacks for user
and supervisor tasks. Procedure nesting is accomplished using stacks. Nebula
incorporates the use of explicit procedure descriptors and has an efficient
parameter passing mechanism built into its CALL and RETURN instructions. Each
procedure is automatically given a new set of registers. Exception handlers
may be defined and exceptions can be raised and propagated as incorporated in
the design of Ada. Nebula's tasking structure supports Ada's multi-tasking
features. Tasks may be created, started, stopped, saved and switched in
Nebula as permitted in Ada. A full memory management facility is given for
each task wherein each task is granted its own memory map. Nebula's PUSH and
POP instructions are intended to ease the Ada-Nebula code-generation effort.
Code generated from Ada can be efficient since Nebula permits variable-sized
instructions and operands and guarantees no side effects of one instruction on
another. Further, Nebula's instruction set contains many high-level instruc-
tions that match Ada statements. Examples are CASE, LOOP, RANGE, CALL,
RETURN, RAISE and START TASK. Overall, Nebula's features reduce the semantic
gap between the high order language level and the assembly language levels
which offers the potential for reduced software development and post-deploy-
ment support costs.

5.3.6 Nebula Support/Features for Military Security

Nebula includes two key characteristics necessary for the implementation
of multi-level security: virtual addressing and protection states. The vir-
tual addressing and virtual memory characteristics establish separate address
spaces for each task. Supervisor address space is protected from task ac-
cess. Memory is segmented in the memory management approach and, through seg-
ment mapping, each address space is separated and protected. Nebula's protec-
tion states include supervisor and user states through which access to execu-
tive functions is controlled. In addition, separate kernel and task contexts
permit isolation of system-related activities. Privileged executive functions
can be separated into a small, verifiable kernel. Transition between protec-
tion states can be controlled by a privileged kernel. Input/ Output (I/O) is
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made secure by adoption of the same characteristics: transfers are to seg-
ments in virtual space and the task specifies transfer operations. Input/-
Output controllers provide programmable direct memory access transfer. Task
execution can be controlled by time, number of instructions and interruptable
long-instructions. Privileged instructions are trapped for handling by the
supervisor.

5.4 Army Standardization Approach

5.4.1 Background

The computer has become an essential ingredient of almost all Army bat-
tlefield systems. Now being employed in increasing numbers, it performs a
wide range of functions in the areas of weapon control, command and control,
communications, intelligence analysis, navigation, surveillance, target acqui-
sition, sensors, electronic warfare, and combat support services. The com-
puters that are incorporated into manpacks, projectiles, tracked vehicles,
aircraft, jeeps, and mobile shelters must be able to function world-wide in
extreme environments encountered in deserts, jungles, the Arctic, in the
ground and in aircraft.

The rapid growth in the Army's use of embedded computers over the last
six years has resulted in extensive proliferation of different and incompa-
tible types. In 1979, a study showed 35 different types of computers employed
in a total of 49 Army battlefield automated systems. In 1982, another study
showed these numbers were 50 and 65 respectively. Army management became ser-
iously concerned about this situation because of its adverse impact on (1)
system survivability, (2) the cost and complexity of hardware logistics sup-
port, maintenance, training and acquisition, and (3) the cost of software
development and support. An Army survey conducted in the fall of 1981 indi-
cated that there were 131 Army battlefield systems, some deployed, but most
undergoing development, in which the computer was an essential, integral ele-
ment. This points to the potential for even further proliferation of computer
types.

The ability of automated systems to perform their missions effectively
throughout the length of a battle depends, in part, on the availability of
spares and competent maintenance personnel. Further proliferation exacerbates
this situation when supply lines are cut or when soldiers and equipment start
to become casualties. To assure operational availability of these systems,
the Army must carry a large number of unique types of spares, each in rela-
tively small quantities. Also, soldiers are required to maintain the systems
in the field. It is too much to expect each such soldier to be able to diag-
nose and repair fifty different types of computers.

The proliferation of types also greatly increases the cost of logistics
and maintenance support of field systems. Factors contributing to this in-
clude the development and maintenance of an Integrated Logistics Support (ILS)
System for each different computer type employed, reliability testing, inven-

tory management, test equipment, tools, ATE software, maintenance training,
operational readiness float, spare plug-in modules and repair parts. ILS
development alone typically costs $1 to $5 million per computer type and takes
two to three years to complete. Yearly maintenance of the ILS package is
approximately $250,000 per different type.
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Even though the number of "in-system" fielded computers would be the same
with or without ISA or design proliferation, the volume of spares, repair
parts, and floats required are increased considerably due to the proliferation
of types. There is a minimum level of spares, parts, and floats is required
for each unique type.

A preliminary analysis, taking into account the cost of ILS development
and maintenance, LRU spares, the maintenance float, spare piece-parts, relia-
bility testing, and maintenance training, predicts that the cost of continued
proliferation would be in excess of $700 million per year. This analysis in-
cluded only part of the potential savings. Additional cost savings can be
made in management, test equipment and tools, field generated Engineering
Change Proposals (ECPs), software support, and the benefit derived from the
use of a small number of common computers and software products.

The Army is convinced that computer proliferation reduction will reduce
the number of items required in the supply pipeline, provide simplified log-
istics and maintenance support, and an order-of-magnitude improvement in
damage/casualty backup capability. The Army recognizes, however, that its
approach must avoid technology obsolescence and must provide for competition
on a long-term basis. These are particularly difficult to achieve in the com-
puter field where techology is advancing so rapidly and where the legal pro-
tection of software and ISAs invariably has led to perpetual use of individual
vendor's equipment on a basis of less than open competition.

In an effort to address software issues, a task force was created by DAR-
COM in July 1978 to look into the requirement for Post-Deployment Software
Support (PDSS). The results of this study of 91 Army systems indicated 58
different computers, 43 different languages and almost 91 different host sup-
port systems were in use or planned. This study was the last of a series aud
indicates the same result. It was clearly time for the Army to develop a con-
solidated plan. The PDSS Concept Plan established 11 software support centers
in the continental United States. These 11 centers represent a significant
reduction of host support facilities that would continue to emerge if such a
consolidation were not made. One criterion used in the recommended consolida-
tion was the recognition of battlefield functional areas. PDSS Software Sup-

. port Centers group together similar systems, such as Fire Support Artillery,
at one location so that system application engineering expertise can be better
shared and interconnections between systems can be better achieved where re-
quired to fit the software.

Preceding studies of the Post-Deployment Software Support, the Army
worked with OSD toward the goal of HOL standardization and toward the initia-
tion of the Ada Program. In addition, the Army worked closely with OSD to

-develop a set of requirements for a programming environment associated with
the Ada language.

Another Army software problem has been in the area of embedded computer
operating systems. For years, most of the developers of military embedded
computer systems have also developed their own operating system. Although
these operating systems were highly customized for their applications and
usually exhibited high performance, the cost and risk for the development of
these operating systems has been very high. Such resource control software
has been shown to be very difficult to develop and inherently the most error
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prone of all software. The development of these unique operating systems is
causing the Army to incur tremendous risks, schedule delays, and additional
unwarranted costs. This proliferation of operating systems is also causing a
deleterious effect on the ability to perform the required post deployment sup-
port of Army computer-based systems, due to the uniqueness of these control
programs and the fact that they are often embedded in the applications soft-
ware.

In 1982, a project was initiated for a multi-level secure operating sys-
tem to complement the Army's Ada and MCF effort. The Army has been closely
associated with the OSD-initiated Ada Program since its inception in 1975.
The Army has supported the activities necessary to define the language and is
now in a direct role supporting the implementation of Ada Language. From an
Army introduction point of view, initiatives necessary to transfer this tech-
nology to operational use within Army weapons systems and within the electro-
nic industry at large have begun. These initiatives are in support of the
Army commitment to begin use of Ada in the 1983-84 time-frame. Army studies
have defined the computer resource management issues and solutions to the
burgeoning software support costs that the Army is currently experiencing and

* the role that Ada and the standard programming support environment will play
in bringing this problem under control. It was a natural outcome that the
Army's commitment to Ada was seen as the major technology answer to the PDSS
problem and that it should be adopted along with the resource reallocation of
personnel and capital equipment to 11 software support centers. In June 1980
the Army awarded a contract to Softech, Incorporated, Waltham, Massachusetts,
to develop the Ada Language System (ALS) of tools.

5.4.2 Computer Acquisition Strategy

The Army's acquisition strategy is structured to provide a solution to
the problems caused by excessive proliferation of different types of mission-
critical computers while dealing explicitly with the critical issues surround-
ing advancing computer technology and the need to achieve and maintain effec-
tive competition. In the following discussion, these issues will be addressed
in an integrated fashion.

The essence of the approach is the development of and budgeting for a
long-term acquisition plan that addresses both the need and the critical
issues before the commencement of procurement. Analogous to the pre-planned
product improvement (p31) philosophy, but on a larger scale, the Army has
planned multiple, time-phased, competitive acquisitions for common computers
for use in those environments where operational availability is important and
common spares make sense. This approach contains a philosophy that, on first
appearance, seems to be self-contradictory: Standards must change over time,
some rather quickly. HOL, ISA, and hardware and software products will have
to change and the need for such changes is anticipated at the outset and is
the key to ultimate long-term success of the Army's program. Hardware will be
changed fastest. Specifications for ISA and HOL will last a good bit longer.
Nebula, the initial ISA, will evolve and eventually will be superceded. The
same holds true for Ada. In each case, the old will co-exist with new, at
least for some appropriate period of time. The hardware cycle will be of the
order of five to eight years, the ISA cycle 15 to 20 years, and the HOL cycle
20 to 25 years. As the industry matures into the twenty-first century, these
cycles are expected to increase intervals. However, the exact times are

unimportant--what is important is the relationship between each standard and
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the prevailing state of technology surrounding it.

Computer developments will be competitive with short development periods
of about five years, the time it usually takes industry to complete total
development and preparation for production of a typical commercial product.
Once development has been completed, products will be manufactured by multiple
producers and fielded. Competition during production will take place either
between manufacturers of identical units or between manufacturers of units
that ar- form-fit-function equivalent but that employ different internal de-
signs and technologies. In either case, competition will be limited in order
to reap the benefits of commonality discussed earlier. While the field-life
of a product may be of the order of 15 years, the primary production period
(excluding the production of long-term spares) will be limited to from five to
eight years. At the end of the primary production period, a new primary pro-
duction period will commence, based on the outcome of the competition with
possible development.

This approach addresses technology and competition, in that each succes-
sive development will involve a fresh round of competition and the opportunity
to employ new technologies in the ensuing production models. Advanced techno-
logy products will be software and interface compatible with its precedessor
generation but are expected to have improved reliability, maintainability,
power, size, weight, cost, speed and memory capacity. Future units will main-
tain instruction set (software) and interface compatibility with units pro-
duced in previous generations in order to provide the potential for upgrade/-
replacement of older units in the field. Support for older fielded units,
however, is expected to continue for as long as it is practical to do so.

The execution of this approach has begun with the first development now
underway. The approach to competition and advanced technology being pursued
in the first phase will now be discussed. Following industry review of draft
specifications and goals for production units, an open solicitation was re-
leased that was responded to by 12 bidders representing fifteen organiza-
tions. Awards for advanced development were made to GE/TRW, IBM, Raytheon,
and RCA in May 1981 with pre-defined areas of competition and evaluation pri-
orities established in order to keep the competition in focus. Areas of comp-
etition include technology, hardware architecture, reliability, maintainabil-
ity, life-cycle costs, power consumption, size, weight, producibility, milspec
environment, speed, and memory capacity. The major evaluation priority order
is as follows:

(1) reliability and maintainability,
(2) life-cycle cost and power,
(3) size and weight, and
(4) speed and memory capac~.ty.

In March 1982, IBM was eliminated from the competition. Advanced development
models have been delivered for testing. After the prototypes and long-term
approaches have been evaluated, two of the original four contractors will be

selected to continue the competition through full-scale engineering develop-
ment.

With regard to the technology that will ultimately be employed in the
first production phase, there was the danger of obsolescence, even with a rel-

atively short development cycle. If, for example, technology approaches

- 78 -

. .* * - -* * . -. - - .* - . . . - - - - - - - *- . .. . ..... "--.. ..



were forced to be pinned down in the bids for advanced development and Cuch
technologies became the basis of advanced development models which were then
finalized during full-scale engineering development, the probability would be
high that production units (five years later) would be close to technological
obsolescence. Rather than to evolve the technology in this manner, the Army
has taken a different approach.

During advanced development, two technology efforts are being pursued by
- each contractor. The first effort is oriented toward the use of 1981 technol-

ogy in prototypes. The second is oriented toward selection of technology for
production. The latter requires the development of Technology Insertion Plans
that will contain analyses and projections of potentially suitable technolo-
gies that will be feasible for use in FSED models in 1984.

Contractors have been given a free hand to choose the approach to techno-
logy as well as to hardware system architecture. Technologies currently
being pursued are Bulk CMOS, CMOS/SOS and Triple Diffused Biopolar. Each of
these technologies are being pursued by companies participating in the VUSIC
program. The MCF contractors are cl03ely tied to the VHSIC program. For
example, Raytheon has subconstracted to Harris Semiconductor for Bulk CMOS
technology; TRW is a VHSIC contractor pursuing triple diffused bipolar techn-
ology; and RCA, a leader in CMOS/SOS technology, is linked to Hughes Aircraft,

* a VUSIC contractor pursuing CMOS/SOS technology. To complete the entire
• development in five years, the Army has planned short prototype and full-scale

development (FSD) phases with short test and evaluation periods at the end of
each phase. Integrated Logistics Support (ILS) will be completed during FSD
by the two contractors competing that phase.

* "5.4.3 Army Policy on Standardization

* :In July 1980, following an in-depth review by an Army Science Panel, the

* Army staffed a coordinated policy statement which was signed by the Assistant
Secretary of the Army (RDA). Now implemented in AR 1000-1, this policy on
standardization with respect to battlefield automation systems requires the
Army to control the proliferation of computers, HOLs, and instruction sets.
For the long-term, it directs the use of a HOL, the use of a single instruc-
tion set (now called Nebula), and the use of a family of no more than two mil-
itary computers. This policy is under review to insure that premature stand-
ardization is not levied on the Army.

.- 5.4.4 Rationale for the Structure of the Computer Family

. In the 1977-78 time frame it was thought that four MCF computers would be
required to satisfy the spectrum of requirements for Army battlefield automa-
tion systems: a microcomputer, a low-performance minicomputer, a high-
performance minicomputer and a maxi-ccmputer. However, in 1979, review of
market surveys conducted for the MCF Program by Control Data Corporation led
to the conclusion that there was no real need for a maxicomputer for battle-
field use. It was also concluded that the micro requirement could be satis-
fied effectively via a single board computer and components (chip set) from
the low-end member of a two-member family. The drive was to reduce, as much
as possible, the number of distinct types of logistics items to be supported
on the battlefield and still satisfy future requirements effectively without

using too large a computer when a smaller one would do the job.
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These studies concluded that a computer was needed that could handle high-
end applications like TACFIRE, PAIRIOT, AN/TSQ-73 Air Defense System, and the
TRI-TAC Message/Circuit Switches, (AN/GYK-12 class machine) and another com-
puter at the low end of application where computers such as the AN/UYK-19 were
being used. The first became the MCF AN/UYK-41 and the second the MCF AN/-
UYK-49. There also appeared to be many applications in which the computer was
required to be an integral component of an equipment chassis. A single board
computer could satisfy such a requirement. Rather than introduce a third uni-
que logistics item to the MCF family, a single-board computer could effect-
ively be one of the component cards of the AN/UYK-49 (a 6" x 9" card, suitable
for use in standard Air Transport Rack (ATR) cases, would be optimum). Both
the AN/UYK-41 and AN/UYK-49 were thus specified with this requirement. Subse-
quently, discussions held with the US Army Missile Command and the US Army
Armaments R&D Command led to the requirement for yet another capability-a
self-contained micro-computer on a round card for use in missiles and other

projectiles. There has not been a resolution as to whether one or two such
devices are necessary but, in either case, it is expected the round version(s)
will be another form factor.

In many "deeply embedded" applications, only a chip set can be used. For

reasons of size, form factor, etc., single board units are inappropriate for

such systems. Where there exists a requirement for life-cycle software sup-
port, however, use of MCF chip sets, i.e., chips that are component parts of
the AN/UYK-41 or the AN/UYK-49 may be cost-effective, especially since common-
ality at the ISA (Nebula) level would be maintained.

In summary, the analysis lead to the structure of a family containing two
primary members, the AN/UYK-41 and ANUYK-49, and several derived members:
the 6" x 9" single board computer, one or two round single board computers,
and two chip sets. It should also be pointed out that the added provision for
both loosely coupled and tightly coupled distributed processing configurations
of the family members provides the ability to finely match to requirements or
to expand beyond the maximum capability of the high performance member, the
AN/UYK-41. This approach maximizes the logistics commonality and software
commonality while at the same time providing a sufficiently wide range of cap-
abilities to capture most of the Army's battlefield requirements.

The last issue addresses the performance and physical requirements for

each family member. As discussed above, technology that will be mature in
1984 will be used in MCF. Technology forecasts developed in 1979 by the MCF
Project Office and by EG&G, Inc. pointed to the expected feasibility of 20,000
gate VLSI logic chip and 64,000 bit memory chips. EG&G completed a rough
design of the AN/UYK-41 and it was concluded that a "super-mini" class machine
could be housed in a single ATR size case (7 5/8" x 9 3/8" x 19"). An effec-
tive balance was desired among size, reliability, maintainability, power,
speed, memory capacity, and cost, all of which are interrelated and could be

traded off against one another. The approach taken to converge on these para-
meters was similar to the Delphi technique. The Army first postulated para-
meter values and then, through an extensive series of briefings and discus-
sions within DOD and with industry, moving between that which was desired and
that which was considered feasible, converged on a set of goals that were in-
corporated into preliminary specifications. These were formally released to
industry for comment, refined where necessary based upon the industry res-
ponse, and then made a part of the MCF procurement as prioritized
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goals for the full-scale development models (not for the advanced development
models).

Each of the goals represented highly desirable improvements over current
capabilities based on anticipated future system needs. Approximate relative
improvements that the goals represent are: 5 to 1 improvement in reliability,
4 to 1 reduction in power, 5 to 1 reduction in size, 10 to 1 improvement in
memory capacity, 5 to 1 improvement in speed, 5 to 1 improvement in cost per
megabyte of main memory. Unit production cost was assumed the same as that
for 1980 computers in spite of the increased capabilities. Once the goals for
the AN/UYK-41 were established, the goals for the AN/UYK-49 and the single
board computer readily fell into place.

Goals for the AN-UYK-41, the AN/UYK-49 and the single board computer are

summarized in the following paragraphs.

5.4.5 Computers

5.4.5.1 AN/UYK-41 Super Minicomputer

The most powerful member of the family is the AN/UYK-41 supermini-

computer. The following goals have been established for production models of
the AN/UYK-41:

Speed 3 Million Instructions per Second without I/O
2 Million Instructions per Second with I/O

Memory 4 Million bytes
I/O Channels 2 Patallel Point-to-Point Interfaces,

2 Dual-redundant MIL-STD-1553B Interfaces,
2 Serial Point-to-Point Interfaces, and
2 Parallel Busses.

Interrupt Response 5 Microseconds
I/O Processor 6 Million bytes per Second
Aggregate Thruput
Cost $75,000 (1980 dollars)
Reliability 10,000 Hours Mean Time Between Failure
Maintainability 30 Min Mean Time to Repair
Volume 0.52 Cubic Feet (short Air Transport Rack

(ATR) Case)-7 5/8" x 9 3/8" x 12 9/16"
Built-in-Test 98 Percent Detection, 95 Percent Isolation to LRU,

98 Percent Isolation to 2 LRUs
Power 100 Watts
Weight 40 pounds

5.4.5.2 AN/UYK-49 Microcomputer

The second family member is the AN/UYK-49--a stand-alone micro-
computer. The following goals have been established for the production
units:

Speed 500,000 Instructions per Second without I/O
100,000 Instructions per Second with I/0

Memory 1 Million Bytes
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I/O Channels 1 Parallel Bus

1 MIL-STD-1553B Interface
2 Serial Point-to-Point Interfaces
1 Parallel Point-to-Point Interface

Interrupt Response 40 Microseconds
1/0 Processor 2 Million bytes per second
Aggregate Thruput
Cost *25,000 (1980 dollars)
Reliability 33,000 Hours Mean Time Between Failure
Maintainability 15 Min Mean Time To Repair
Volume 0.25 Cubic Feet (1/2 Short ATR Case)-

7 5/8" x 4-1/2" x 12 9/16"
Built-in-Test 98 Percent Detection, 95 Percent Isolation

to LRU, 98 Percent Isolation to 2 LRUs
Power 25 Watts
Weight 20 Pounds

5.4.5.3 Single Board Computers

For those systems that do not require the capabilities of the AN/-
UYK-49, it will be possible to use one of the two standard MCF single board
computers. The first single board-computer will be a 6" x 9" micro that
will be one of the boards (LRU) from the AN/UYK-49. The second singleboard

computer will be a missile/projectile micro on a round card that will be
built using chips from the AN/UYK-49.

First-phase goals for production models of the 6" x 9" single board
computer are:

Speed 500,000 Instruction per Second
Memory 128,000 Bytes
I/0 Channels 1 MIL-STD-1553B Interf ace and 1 Serial Point-to-

Point Interface and System Interface
Cost $5,000 (1980 dollars)
Reliability 100,000 Hours Mean Time Between Failures
Volume 0.02 Cubic Feet (1/2" x 6" x 9")
Power 5 Watts
Weight 12 Ounces

Requirements for the round single board computer in the area of memory, I/0
channels, and size will be established in advance of initiation of fullscale
development.

5.3.5.4 Chip Sets

For those battlefield system requirements where either of the two stan-
dard family members of either of the single board computers would tend to be

overkill, MCF software compatibility could be preserved using VLSI chips
that are components of the AN/UYK-41 or the AN/UYK-49. Such chip sets may
be applicable to systems for which the form factors or capacities of the
standard units described above are not suitable. Systems able to use these
chip sets in specialized (non-MCF) LRU's would be able to benefit from the
standard software support and from MCF production runs.
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5.4.5.5 Computer Control Panel

The functions performed by the Computer Control Panel (CCP) with res-
pect to the AN/TYK-41 and AN/UYK-49 are control, diagnostics, and software
development support. The CCP also performs its own selfdiagnostics. The
CCP contains the AN/UYK-49 Single Board Computer, a mass memory device, a
display and control section, an interface section and a power supply. Char-
acteristics and goals for the CCP are:

Interfaces Maintenance Interface
Serial Point-to-Point
Parallel Point-to-Point
Serial Bus (MIL-STD-1553B)

Mass Memory Unit Removable Media
At Least 2 Million Bytes Storage

Weight Less than 50 pounds
Power Less than 100 Watts
Reliability 10,000 hours Mean Time Between Failures
Maintainability 30 minutes Mean Time to Repair

When connected to the AN/UYK-41 or AN/UYK-49, the CCP will be capable of
switching the computer from its normal operational mode to bring it under
control of the CCP. The CCP will provide the ability to modify or continu-
ously display any portion of the operational state of the computer to which
it is attached. "Operational State" includes all user and non-user acces-
sible registers, the contents of memory and the run/halt state. The CCP
will provide the capability to selectively record the operational state in
its mass memory. The Computer Control Panel, in conjunction with the AN/-
UYK-41 or the AN/UYK-49 Built-in-Test (BIT), will be capable of correctly
isolating all single hard failures to one Line Replaceable Unit (LRU) for 95
percent of the failures and to no more than two LRUs for 98 percent of the
failures. The Computer Control Panel will be designed and implemented to
lead personnel step by step through AN/UYK-41 or AN/UYK-49 diagnostic proce-
dures. This will be accomplished by a series of clearly and legibly dis-

* - played instructions and prompts. The fault dictionary and diagnostics will
be contained on mass memory media. The internal logic of the Computer Con-
trol Panal will address the fault dictionary and perform the fault symptom/-
LRU cross-referencing. Only a replacement statement concerning the target
(LRUs) will be displayed. In the event that more than one LRU is called out
in the replacement statement, the Computer Control Panel will indicate the
most likely candicate for replacement.

5.4.6 Survivability

There has been a strong emphasis on computer and system survivability
in the MCF Program due to the degree of future dependence of fighting forces
on automation. The need for survivability has provided one major impetus
for fielding a family of standard, software-compatible computers. Should a
high-priority system malfunction during a battle because of a computer fail-
ure, if parts or replacement computers are not available due to a shortage
or due to cut lines of supply, then it would be possible to restore the
operation quickly by taking parts or entire computers from lower priority
systems. Further, standardization will facilitate the completion of repairs
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quickly due to the use of common parts and the availability of maintenance
personnel.

5.4'7 Summary

The current Army programs to reduce proliferation have been based on num-

erous studies and analyses over the last eight to ten years. The Ada Language
System (ALS) development aims at reducing support software and host system
proliferation in the PDSS centers and the introduction of Ada in concert with
DoD and the other services. The MCF program has been designed to pursue com-

petition and technology insertion, while reducing proliferation of hardware to
reduce maintenance and training costs. Until these products are available and
tested, the Army will control proliferation by using existing support systems
and hardware products to the maximum extent possible. As the ALS and MCF pro-
ducts become available, common run-time support systems by functional area are
planned to reduce proliferation of system software to the extent feasible.

5.5 The Air Force Approach

5.5.1 Overview

Planned Air Force embedded computer instruction set architecture (ISA)

standardization efforts will build upon a logical extension of on-going cur-
rent policy involving MIL-STD-1750A 16-Bit and MIL-STD-1862A 32-Bit ISAs.
This approach fosters competition and encourages technology insertion by

treating the ISA as an interface between programmer and machines, or between
compiler or assembler and machine. By standardizing the ISA, the Air Force
can exploit a common base of software support resources: people, facilities,
and tools. Commonality at the ISA level permits competition among vendors
during development, in production, and in subsequent system modifications.
This is accomplished by leaving the responsibility for the computer hardware

specification (i.e., size, weight, cooling, connector type, shape, etc....)
with the individual system program office and/or the prime system contractor
while leaving the responsibility for design, manufacture, processing techni-
ques, and device technology with the computer vendors. This approach allows
for transfer or reuse of software to the maximum degree economically feasible
while fully realizing the benefits of competitive pricing and latest state-of-
the art proven technologies in acquiring avionics computers. This has already
yielded improved designs, technologies, and more competitive pricing in sever-
al system acquisitions, including the B-lB, the F-ll Digital Upgrade, the
F-20 fighter aircraft, and the Wild Weasel upgrade programs.

Although the Air Force logistics environment differs markedly form the
other two services, additional levels of standardization beyond the ISA may
prove valuable. Particular emphasis will be placed on standard interfaces,
such as MIL-STD-1553 and MIL-STD-1760. Typically, hardware standards are most A

effective in areas experiencing slow technological growth. Continued search
for opportunities for form-fit-function (F3) or hardware standards is part

of the total Air Force computer resources standardization program, which is
not limited solely to embedded computers.
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5.5.2 Policy

It is Air Force policy to standardize on the MIL-STD-1750A ISA for all
.* processors in Air Force defense systems when technically practical and cost

effective over the system life cycle. It is the intent of the Air Force that
MIL-STD-1862 (when available) be considered for all embedded systems where
long word (32-bit) militarized computers are required. This policy allows for
the following exceptions:

a. Commercial computers used in support of program development or admini-
strative, and procured in accordance with either Air Force 300-series
or 800-series regulations.

b. Non-militarized, general-purpose, commercially available automatic
data processing assets.

c. Digital computers and processors used in systems for which there is no
anticipated need to maintain or modify software over the system life-
cycle.

d. Digital computers and processors used as part of automatic test equip-
ment and aircrew training devices.

e. Experimental use of unconventional or advanced technology processors
in basic research and exploratory development.

f. Processors embedded in standard equipment (as defined in AFLC/AFSC
Regulation 800-31).

Processors used in airborne avionics systems and air-launched strategic/
tactical missiles must conform to MIL-STD-1750A ISA requirements. Use of com-
mercially available MIL-M-38510 microprocessors not conforming to MIL-STD1750A
is authorized until MIL-STD-1750A processors qualified to the required level
of MiL-M-38510 are available.

Developers of other Air Force defense systems must consider the use of
MIL-STD-1750A ISA for all processors in the system. Consideration must be
given to development costs and schedule, performance, and life-cycle costs.

Developers of systems who need a waiver to the mandatory MIL-STD-1750A
requirement must base the request on technical, and/or system life-cycle cost,
schedule or risk factors. If the waiver request is for the use of a commer-
cial ISA in the DoD inventory, or other DoD-approved ISA, field activity or-
ganizations can grant the request. In other cases where a waiver to MIL-
STD-D-1750A is requested, the headquarters organization must make the final
determination.

5.5.3 MIL-STD-1750A

5.5.3.1 Background

NIL-STD-1750A, "16-Bit Computer Instruction Set Architecture", is the Air
Force developed and owned ISA. Developed through work at the Air Force Avio-
nics Laboratory, the ISA was orginally intended for use as the central com-
puter in an avionics suite. Refinement in open forum (industry formed users
group) expanded the ISA's memory addressability and improved its ability to
effectively execute programs written in modern High Order Languages.
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MIL-STD-1750 evolved from the Avionics Laboratory's Digital Avionics
Information System (DAIS) program. In 1976, a team of Avionics Laboratory
engineers and avionics engineers developed an Instruction Set Architecture
(ISA) for use in the DAIS program. This ISA was submitted to industry for
their comments thereby starting an active dialogue with approximately 20 com-
panies. When OUSDR&E, concerned with escalating software costs, held their
workshop at Fort Belvoir, Virginia, in October 1977, the Air Force presented
the DAIS architecture ISA as an initial baseline and then subsequently evolved
it into a standard that provided vendor independence and technology transpar-
ency. Recognizing the importance of developing a standard acceptable to the
industry, the first open forum meeting was held in January 1978. Following
two subsequent reviews, the basic MIL-STD-1750 was published on 20 February
1979.

The new standard was placed on two airborne computer development contracts
(awarded competitively) by the Avionics Laboratory to demonstrate vendor inde-
pendence, implementation technologies, and effects on operational as well as
support software. Prior to this, in August 1979, the industry organized a
MIL-STD-1750 Users Group with approximately forty companies actively partici-
pating. Between August 1979 and February 1980, four open forum meetings were
held by the the MIL-STD-1750 Users Group. By then, the Air Force had already
institutionalized a control structure for the standard to be responsive to the
Users Group's needs. The original MIL-STD-1750 was updated (incorporating 47
changes approved by the Users Group) to create the MIL-STD-1750A version of
the standard with a release date of 2 July 1980.

5.5.3.2 Competition & Technology Insertion

As soon as the Avionics Laboratories demonstrated the ISA concept in March
1980, many vendors started developing MIL-STD-1750A computers under their in-
ternal IR&D efforts. After "priming the pump", the Avionics Laboratory effort
was terminated and vigorous private sector competition surfaced. Currently
there are at least 20 vendors within the United States and foreign countries
who have implemented MIL-STD-1750A using the latest state-of-the-art technolo-
gies. Several companies within the United Kingdom are implementing MIL-STD-
1750A for their Ministry of Defense (MoD). Israel undertook an ambitious
effort to develop MIL-STD-1750A ISA implementation capability in 1982 and is
now requesting the Air Force to provide the ISA compliance verification tool
for conduction of the first verification in May 1983. MIL-STD-1750A is pre-
sently under consideration by the NATO community and a STANAG is being draft-

,. ed. ASCC Air Standard Working Group Party 50/108 is also considering the rat-
-. ification of MIL-STD-1750A.

Since establishing the MIL-STD-1750A ISA policy and insfitutionalizing the
*O control structure, the Air Force has experienced more competition in techno-
* logy growth and price reduction. Recent experience on several procurements
* for Air Force systems illustrate that requiring MIL-STD-1750A is forcing the

vendors to compete with their best hardware (i.e., latest device technologies,
innovative implementation schemes) thereby providing greater performance capa-
bilities, higher reliability, and competitive pricing. It has also forced
prime contractors to compete for the best computer buys rather than remaining
with their favorite suppliers even though, at best, the products were four to
eight years old in technology and reflected higher prices accordingly. The
F-1ll computer replacement program, B-lB computers, F-20 computers, 11H-60
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Helicopter program and the Wild Weasel program are a few examples that provide
positive testimony for competitive pricing and technology insertion directly
stimulated by standardization at the ISA level. It is worth noting that the
Wild Weasel program utilizes multi-processing techniques employing a three
Central Processor Unit (CPU) configuration to provide three million instruc-
tions per second throughput. This illustrates the power of ISA standardiza-
tion and that it helps rather than hinders system capabilities.

MTL-STD-1750A has been found to be well suited to a variety of Air Force
applications. Applications range from the Army Division Air Defense System to
the F-16 Multinational Staged Improvement Program. The technologies range
from bi-polar integrated circuitry, to VHSIC chips, to radiation hardened
CMOS/SOS. However, major technological breakthroughs such as high performance
VLSI and VHSIC implementation still require "seed monies" in early technologi-
cal demonstration stages. The Air Force has funded two such efforts. These
are the F-16 VLSI MIL-STD-1750A program and the MIL-STD-1750A VSHIC program.

MIL-STD-1750A in the VLSI (F-16 Program) - In early 1981, the F-16 System
Program Office (SPO) awarded a contract for the F-16 Multinational Staged
Improvement Program to General Dynamics Corporation. The program involved
major updates to the avionics systems/subsystems including the computational
subsystems and associated computer hardware and software. Besides MIL-STD-
1750A compliant computers for the Fire Control System, this program also in-
volved several microcomputer applications. These applications consisted of
Advanced Central Interface Unit (24K 16-bit words), Multifunctional Display
Unit (19K words), Data Entry Cockpit Interface Set (10K words), and the Data
Transfer Unit (10K words). In addition, two other Air Force programs (i.e.,
LANTRIN and Heads Up Display under development at the time) targeted for F-16
use were also using MIL-STD-1750A computers. It was only prudent to establish
an approach for the F-16 that exploited a common base support resource; per-
sonnel, facilities, and tools with specific emphasis on programming support
tools such as complier, assembler, linker/loader, and Instruction Set Simula-
tor.

General Dynamics, in conjunction with the Aeronautical Systems Division,
conducted a survey of companies building the MIL-STD-1750A compliant computers
at the time to find a suitable microcomputer. None of the existing micro-

'- computers within the constraints of size, speed, power, and weight were found

to satisfy the system requirements established by General Dynamics. Many
other avionics programs and armament missiles were also facing similar dilem-
mas. The Air Force saw a potential market for MIL-STD-1750A microcomputers
for their applications especially when the armament arena was considered.

Thus, anticipating significant long-range benefits to be derived from the
adoption of MIL-STD-1750A, the Air Force decided to fund the development of a
high performance MIL-STD-1750A microprocessor. With F-16 as the first candi-

date to use the MIL-STD-1750A microprocessors, the Air Force further decided
to fund the development contract through General Dynamics to reduce programma-
tic risks to the maximum extent possible.

Fairchild Camera and Instrumentation Division won the contract in fierce
competition and the vehicle was awarded toward the end of 1981. Fairchild is
using Isoplanar Integrated Injection Logic (13L)-II Bipolar VLSI techno-
logy. This technology affords static operation with 200 nanosecond bus cycle
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time with inherent radiation tolerance (1 x 105 rads), and operation at 20-
MHz over the entire military range. The Fairchild microprocessor is a single
chip, designated F9450, that completely implements MIL-STD-1750A Instruction
Set Architecture requirements. The 64-pin F9450 has sixteen registers to im-
plement interrupts, single-and double-precision arithmetic, as well as 32- and
48-bit floating point instructions on-chip. Real-time processing is achieved
through advanced design and architecture, incorporating two programmable
timers, a complete 16-level interrupt processor, and a comprehensive fault
handler on a chip. Multiprocessing is supported by a flexible bus arbitration
technique scheme along with process synchronization (test and set) instruc-
tions. Several support circuits provide additional capability. These include
F9446 Dynamic Memory Controller, the F9451 Memory Management Unit, providing
memory-mapped expansion to one million words; and the F9452 Block Protect
Unit. A multi-user development system (FS-l) has been developed along with
real-time system emulation and debugging capability.

The die shrink is finished and the prototype parts delivery is expected in
the second quarter of 1983 with preproduction quality 100 chip sets due in the
last quarter of 1983. The production units are expected to be available in
third quarter of 1984. This high performance processor will provide over 700
thousand instructions per second (i.e., based on Digital Avionics Information
System instruction mix) which far exceeds its existing military qualified
counterpart VLSI implementations. Besides the DoD market, Fairchild also ex-
pects a commercial market for this chip. At 0.5 million instructions per sec-
ond throughput without floating point, the F9450 is expected to compete in the

-* robotics market.

MIL-STD-1750A in the VHSIC Program - From the beginning of the program,
VHSIC has incorporated MIL-STD-1750A general purpose computers. Specifically,
two of the six Phase 1 (first VHSIC chip generation) contractors incorporated
MIL-STD-l750As in their brassboard demonstrators; these are the Texas Instru-
ments Multimode Fire/Forget Missile Guidance Processor and the Westinghouse
Multimode Tactical Radar Signal Processor. In both cases, these are truly
"embedded" computers in the sense that the chips used to implement the MIL-
STD-1750A ISA are laid out as convenient among the breadboard components
rather than being segregated as distinct units. Both designs illustrate the
power of VHSIC as an implementing technology for ISA concepts because they
require only a few chips (on the order of 2 dozen, depending on the memory
used) and were readily accommodated with the respective manufactures' VHSIC
chip design schemes and overall Phase 1 chip inventories. Moreover, these
MIL-STD-1750A assemblies are projected to be several times higher in through-
put than physically larger earlier models built with pre-VHSIC components (two
tp five million operations/sec vs fewer than one million operations/sec.)

By minor design changes, these and similar embedded MIL-STD-1750A proces-
sors can be packaged as stand-alone units. Essentially the same chip sets,
supplemented as appropriate with memory one input/output components, can be
used. Preliminary deslu results show that these VHSIC computers will fit on
just one or two circuit boards, compared to a full box of circuit boards for

earlier technology versions. The widespread acceptance of MIL-STD-1750A means
that contractors' design investments will have an extremely high return in
operational utility for multiple systems.
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VHSIC will also demonstrate the key software development concepts asso-
ciated with MIL-STD-1862. Both Texas Instruments and Westinghouse are pro-
gramming their brassboards in structured higher order language (Pascal andUAda, respectively). The use of the general purpose MIL-STD-1750A ISA as in

executive processor controlling the function of more specialized digital sig-
nal processing elements in these brassboards illustrated the architectural
power of segregating the software-intensive control functions from the higher-
throughput but algorithmically less complex signal processing functions. The
use of the MIL-STD-1750A ISA will greatly simplify the adaptation of these
generic brassboards to satisfy the unique needs of particular real-word appli-

cations.

5.5.4 MIL-STD-1862A

Because no one Instruction Set Architecture (ISA) can cost-effectively
cover the entire spectrum of computer requirements for modern systems, the Air
Force has joined the Army as equal. members of the MIL-STD-1862A Control
Board. The Air Force plans to require either the MIL-STD-1750A or MIL-STD-
1862A-ISA for embedded computers. As with MIL-STD-1750A implementation, Air
Force logistic requirements will not necessitate the adoption of a servicewide
computer hardware standard. Open competition and technology insertion will be
encouraged at the individual system acquisition level. However, for applica-
tions where the timing of the Military Computer Family (MCF) hardware program
matches, it is likely that the Air Force may be able to benefit from quantity

buys by the Army.

5.5.5 Miscellaneous Items

The MIL-STD-1750A Users Group--a broad base of government and contractor
developers and users--has been instrumental in the user acceptance and im-
provement of the standard. It is now concentrating on the support resources

needed to fully exploit the benefits of the standard. At the most recent
meeting of the Users Group, over 120 participants, represented more than 40

*. different corporations.

The MIL-STD-1750A Control Board, an Air Force body, evaluates all recom-
mendations of the Users Group, and is responsible for control of the stand-
ard. The Control Board has committed itself to a three-year freeze of the
ISA, as a minimum.

The Embedded Computer Standardization Program Office (ECSPO) at the Deputy
for Avionics Control is a joint AFSC/AFLC unit that manages Air Force work to
support standard systems with tools. The ECSPO is working to develop and
maintain a standard core set of compilers, code generators and other assorted
programing tools.

Verification of computers that meet MIL-STD-1750A is underway at the Sys-
tens Engineering Avionics Facility (SEAFAC); already 11 firms and 15 com-
puters have passed the MIL-STD-1750A Architecture Test Procedure, with others
in line for their turn.
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5.6 The Navy Approach

5.6.1 Background

In the 1950s, most of the computers used aboard Navy ships were special-
purpose, analog computers designed to solve specific information flow prob-
lems. In 1958, the Bureau of Ships designed a digital computer to handle and

*. manipulate the operational data that had previously been disseminated and dis-
played manually. This was the start of the Naval Tactical Data System
(NTDS). These computers were complete units as they stood and could be confi-
gured in variable quantities to meet the differing mission profiles of several
classes of ships. This c(,ncept has permitted the surface Navy to develop a
few general-purpose embedded computers for a variety of systems. Most of the
initial NTDS computers (CP-642) are still in the Navy inventory today.

From this modest beginning, the spread of the digital computer aboard ship
proceeded rapidly, first with the expansion of NTDS and then into many other
shipboard systems. By 1970, it was recognized that a proliferation of differ-
ent types of digital computers in the Navy would have to be controlled in the
interest of efficiency in logistics, training, reliability and maintainabi-
lity, configuration control, system interoperability, and software support.
As an initial effort, the AN/UYK-7 computer, the CMS-2 High Order Language
(HOL), and certain NTDS operator consoles were designated as standards. This
was followed by the competitive acquisition of a standard minicomputer (AN!-
UYK-20), cartridge magnetic tape unit (AN/USH-26), alphanumeric display (AN/-

*- USQ-69), tactical display set (AN/UYQ-21), and the development and control of
standard HOL compilers and other support software. Standards were also devel-
oped and promulgated for embedded computer systems software documentation and
quality assurance in SECNAVINST 3560.1 and MIL-STD-1679. In the meantime,
airborne systems proceeded under the "total system concept", i.e., placing the
engineering of the entire aircraft, including selection of the embedded com-
puters, in the hands of each prime contractor; however, this fostered proli-
feration of different types of airborne computers. Development of a standard
airborne computer was initiated in 1976, when a contract was awarded competi-
tively for the AN/AYK-14 standard computer, to be used initially with the F/A-

* 18 and LAMPS programs and later with other systems. The AN/AYK-14 specifica-
tion required capture of the AN/UYK-20 instruction set (by emulation), thereby

*. allowing use of a large portion of the AN/UYK-20 support software.

5.6.2 AN/UYK-44 and AN/UYK-43 Programs

The basic need for tactical embedded computers is to acquire, process, and
display in a meaningful manner the vast amount of information required for the
effective completion of the mission, and to directly exercise control of sen-
sors and weapons.

Ships, aircraft, and weapons of both the U.S. and potential enemies show
clear trends toward multiple threat situations and reduced reaction time.
Decision-making aids and weapon control systems must keep pace with the capa-
bilities of the ships, aircraft, and weapons. This generates the need for em-
bedded computer capabilities which serve both the current and future informa-
tion handling requirements of existing combat systems, provide growth poten-
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tial for the requirements of new systems, and remain operationally effective
and economically supportable over a protracted life cycle.

The four fundamental reasons for developing or converting to a new com-
puter family are to:

1. Accommodate expanded operational requirements
2. Improve reliability and maintainability
3. Achieve lower life-cycle costs
4. Avoid logistic obsolescence

Past Navy standardization efforts have prescribed the use of the AN/UYK-7
and AN/UYK-20 computers for use in shipboard embedded computer systems. More
recently, the AN/AYK-14 was developed as a standard airborne computer. The
AN/AYK-14 executes a superset of the AN/UYK-20 instruction set architecture
(ISA) and uses most of the AN/UYK-20 support software. The AN/UYK-43 Navy-
Embedded Computer System (NECS) and AN/UYK-44 Militarized Reconfigurable Pro-
cessor (MRP) and Computer (NRC) are intended to extend this philosophy further
in that the AN/UYK-43 will implement a superset of the AN/UYK-7 instruction
set architecture and the AN/UYK-44 will implement a superset of the AN/UYK-20
and AN/AYK-14 instruction set architectures. This approach permits the use of
the extensive body of AN/UYK-7, AN/UYK-20, and AN/AYK-14 support software and
provides a means to affect the transition of existing systems to a computer of
significantly increased performance without necessitating a major rewrite of
application programs.

As stated in OPNAV Notice 5200 of 15 December 1981, the AN/UYK-43 and AN/-
UYK-44 will be used for all new system developments to take advantage of anti-
cipated lower unit cost, decreased power requirements, decreased size and
weight, and increased performance. Also, AN/UYK-7 and AN/UYK-20 computers in
existing systems will be replaced when system requirements expand beyond the
capabilities of the existing computers and they must be replaced, or where
replacement is the most cost effective way of meeting long term requirements.
In each case, however, due consideration must be given to all costs associated
with computer backfit (including installation, documentation, logistics
changes, and training) which may severely impact an extensive backfit decision.

To achieve minimum system life-cycle cost and maximum competition during
procurement, the level at which standardization is applied is pivotal to the
acceptance of the standard and its success in reducing cost. Examining suc-
cessful commercial computer vendor product lines shows that families of up-
wardly compatible instruction set architectures minimize software support
cost, while allowing evolutionary implementation of extensions to the baseline
in order to incorporate needed capabilities as technology allows or applica-
tions demand.

Figure 5-1 illustrates the evolution of the Navy standard 32-bit instruc-
tion set architecture, based on that implemented in the AN/UYK-7, and the Navy
standard 16-bit instruction set architecture, based on that implemented by the
AN/UYK-20 and AN/AYK-14. Figures 5-2 and 5-3 show the relative performance of
the current and planned implementations of the Navy standard instruction set
architectures.
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FIGURE 5-1: Navy Standard Instruction Set Architectures
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FIGURE 5-2: Implementations of the Navy Standard 16-bit
Instruction Set Architecture
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FIGURE 5-3: Implementations of the Navy Standard 32-bit
Instruction Set Architecture
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5.6.2.1 AN/UYK-43 Navy Embedded Computer System (NECS)

The AN/UYK-43 Navy Embedded Computer System (NECS) will be the next gener-
ation standard Navy embedded 32-bit computer, superseding the AN/UYK-7 as the
embedded computer in Navy digital systems with high performance requirements.
The AN/UYK-43 will be a hardware-related family of computers implementing a
superset of the AN/UYK-7 instruction set architecture with varying performance
and cost ranges. The AN/UYK-43 will have the following attributes:

a. Use of recent substantial improvements in state-of-the-art technology.
b. Design for future technology infusion.
c. Intelligent Input/Output Controller.
d. Performance monitoring capabilities through external receptacle.
e. Incorporation of the AN/UYK-7 instruction set with appropriate exten-

sions.
f. High modularity with attendant ease of modification.
g. Significant improvement of both reliability and maintainability.
h. Extensive debugging aids.
i. Stack register implementation.
J. Computer Interconnection System for connecting up to 16 AN/UYK-43

enclosures.
k. Automatic fault isolation.
1. Capability to be extended to emulate additional instruction set archi-

tectures.
m. Both air-and water-cooled configurations.

The AN/UYK-43 with non-volatile memory will have a performance at least

1.5 times that of the AN/UYK-7, and with volatile memory at least 3 times that

of the AN/UYK-7. With the high performance option (cache memory) installed,
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the AN/UYK-43 will have a performance capability of at least 4.5 times that of
the AN/UYK-7. In addition, the AN/UYK-43 will have addressability to 4 bil-
lion 32-bit words. Reliability is specified as a system MTBF of 6000 hours,
and maintainability is specified as an MTTR of 0.25 hours.

The AN/UYK-43 will be available with two different enclosures, each of
which will be capable of passing through a 25 inch diameter submarine hatch.
Enclosure/A will have the same footprint as the existing AN/UYK-7 and can con-
tain one CPU, one IOC, 24 I/O channels, and 5 memory modules. Enclosure/B can
contain two CPUs, two IOCs, 64 i/O channels and 10 memory modules. Each
memory module may be 32K non-volatile, 64K volatile, or 256K volatile 32-bit
words. The AN/UYK-43 enclosures will be available with air-cooled and water-
cooled ordering options and will be environmentally qualified to MIL-E-16400
with a maintenance philosophy consistent with the shipboard environment.

The acquisition strategy for the AN/UYK-43 provided competition throughout
the development phase and into the production phase of the project. The
benefits derived from this competition resulted in technically superior
implementations, with heavy emphasis on reliability and reduced cost for both
development and production. Two cost plus incentive fee development contracts
for the AN/UYK-43 were competitively awarded to Sperry-Univac Defense Systems
Division and IBM Federal Systems Division in September 1980. Competition
during the development phase was realized through these parallel development
contracts. Competition for the production phase was realized through
technical excellence and unit production price competition between the two
development contractors.

The following Table presents the AN/UYK-43 development schedule.

TABLE 5-1: AN/UYK-43 Development Schedule

MONTHS AFTER
MILESTONE DATE CONTRACT AWARD
Contract Award 9/80 0
EDM Delivery 3/83 30
Production Award 5/83 32
First Production Delivery 12/84 51

under ALP (PASU)
First Production Delivery 6/86 69

under AFP (ASU)

5.6.2.2 AN/UYK-44 Militarized Reconfigurable Processor (MRP) and Computer
(MR.C)

System design approaches for modern complex multifunction weapon systems,
communication systems, command and control systems, and intelligence systems
have emphasized the need to process data and signals in a functionally distri-
buted architecture (i.e., processing local to sensors, controllers, data
links, launchers, etc.). Functionally distributed systems increase system
design effectiveness by reducing the complexity of central processing designs,
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minimize bandwidth of interfaces by reducing raw data communication require-
ments, and simplify failure location by automatically correlating failures to
losses of specific functions. However, it is unrealistic to envision a system
made up of 40 to 60 minicomputers such as the AN/UYK-20 because of cost and
space requirements. Therefore, a new and more suitable embedded computer is
required. This new embedded computer is the AN/UYK-44 Militarized Reconfigur-
able Processor (MEP).

The AN/UYK-44 program focuses on the lower portion of the embedded com-
puter family processing requirements. Its market will include applications
such as sensors, launchers, smart terminals, controllers, displays, and commu-
nication interface units. The AN/UYK-44 consists of an unbundled card set
(MRP) and packaged, militarized computer (MRC), which will supersede the AN/-
UYK-20. The AN/UYK-44 uses the instruction set architecture implemented by
the AN/UYK-20 and AN/AYK-14 with appropriate upwardly compatible extensions to
support distributed system implementations and memory management. The AN!-
UYK-44 has the following attributes:

a. Use of recent substantial improvements in state-of-the-art micro-
electronic technology, integrated circuits, and memories.

b. Design for future technology infusion.
c. Use of existing programming tools, MTASS (e.g., CMS-2M crosscompiler,

SPL/1 cross-compiler, macro cross-assembler, AN/UYK-20 and AN/AYK-14
simulators, etc.).

d. Functional capability adaptable to system requirements.
e. Implementation with existing components and processes with minimalrisk.

f. Form factor adaptable to system requirements.
g. Incorporation of the AN/UYK-20 and AN/AYK-14 instruction set with

appropriate extensions.
h. High modularity with attendant ease of modification and a variety of

configurations.
i. Mitigation of deviations from standards based on size, power, capabi-

lity, or environment requirements because of significant flexibility
and modularity of implementation architecture.

j. Significant improvement of both reliability and maintainability.

Initial MRP Advance Production Equipments (APEs) were delivered ahead of
schedule, beginning in December 1981.

The AN/UYK-44 will be available as the Militarized Reconfigurable Proces-
sor (MRP) and the Militarized Reconfigurable Computer (MRC). The MRP will
have distinct low peiformance and high performance options. The MRC will con-
sist of a Basic MRC Cabinet and an Expansion MRC Cabinet.

The acquisition strategy for the AN/UYK-44 provided competition throughout
the development phase and into the production phase of the project. The
benefits derived from this competition resulted in technically superior
implementations, with heavy emphasis on reliability and reduced cost for both
development and production. Two development contracts for the AN/UYK-44 were
competitively awarded to IBM Federal Systems Division and Sperry-Univac
Defense Systems Division 'in September 1980 based on technically acceptable
proposals, lowest prices for best effort fixed price development, and unit
design-to-cost goals for production. Competition during the development phase
was realized through these parallel development contracts.
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Competition for the production phase was realized through unit price, life-
cycle cost, technical and qualification factor competition between the two
development contractors. Production authorization for a five-year require-
ments contract was awarded to Sperry Corporation based on significantly lower
unit price and life-cycle cost, and successful completion of MRP qualification.
Firm fixed prices for MRP, MRC, MRC Basic Cabinet, and MRC Expansion Cabinet
for a five-year period have been achieved. Table 5-2 presents the AN/UYK-44
development schedule.

5.6.2.3 AN/AYK-14 Navy Standard Airborne Computer Program

The AN/AYK-14 Navy Standard Airborne Computer is a modularly designed,
general-purpose, airborne digital computer which is currently meeting the pro-
cessing needs for a wide spectrum of applications among each of the services,
not only in aircraft, but shipboard and shore bases as well. The overall pro-
gram has made three major thrusts: basic production, pre-planned product im-
provements (p31), and development of a second source manufacturer. These
are all interrelated to form a strong, viable standardization program which
can effectively reach into the 1990's with an up-to-date, supportable, afford-
able general-purpose digital computer.

TABLE 5-2: AN/UYK-44 Development Schedule

MONTHS AFTER
MILESTONE DATE CONTRACT AWARD

Contracts Awarded 9/80 0
First MRP APEs Delivered 12/81 15
MRP Qualification Completed 12/82 27
MRP Production Authorization 4/83 31
MRP First Production Delivery 10/83 37
First MRC APE Delivered 9/82 24

MRC Qualification Completed 10/83 37
MRC Production Authorization 11/83 38
MRC First Production Delivery 9/84 48

The basic production program has delivered over 700 units to date and
is planned for 10,000 units through 1991 at a cost of over $1 Billion. Cur-
rent users include F/A-18, AV-8B, LAMPS, EA-6B, F-14, E-2C, EP-3, P-3C, ALWT,
ALCS, and MIFASS.

The p3l program has been dynamic and responsive to user needs. To
date, memory capacity has been doubled and processing capability increased
with no impacts to configuration, software or logistics. Improvements are
currently targeted for near term (83-87) and midterm (87-91) projected user
requirements while the next generation follow-on computer is undergoing its
development and qualification. In the near term, the processing performance
can be doubled and made to run efficiently with Ada as the standard HOL. In
the midterm, technology insertion of VHSIC can gain across the board improve-

ments in performance (3X) and reliability (8X). These two steps can be made
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transparent to the users and thus presents a significant savings in their
software, their logistics pipeline and in their backf it capabilities for up-
grading with minimum program impact. For these reasons the AN/AYK-14 has been
identified as a prime candidate for the current DoD VHSIC insertion program.

The second source program has been planned from the outset to provide
cost savings from competition and to provide the benefits of a mobilization
base in case of national emergency. Current approved plans have Initial pro-
duction competition beginning in FY86 with an overall cost savings of $70M
through FY91. The second source producer will be included in the p31 stra-
tegy and is expected to provide competition for each of the improvements.

L.
To allow the AN/AYK-14 to be a viable standard for the latter half of

the 1980s the Naval Air Systems Command (NAVAIR) is now in the process of
using a P I to update the AN/AYK-14. Probable new modules include a single
card processor, a new memory controller that incorporates cache memory, and
new Input/Output (I/0) Shop Replaceable Assemblies (SRAs) that can access
memory directly without the aid or intervention of the processor. The update
will increase the performance of the AN/AYK-14 by a factor of two, as well as
offering weight, power, and size reductions.

The new single-card processor, as well as the memory controller mod-
ule, will be capable of being backfitted into existing chassis that are now in
use. In this way, a platform may take advantage of the new technology and
capabilities without expending large sums of money and time to completely
alter the computer system. Additionally, the new SEAs are being designed such
that with a small number of modules, a new user can utilize the AN/AYK-14 as a
module set to achieve its computational requirements. The new SRAs are cur-
rently planned to be available for ordering at the beginning of 1986.

Preliminary plans are being established to consider the application
of the Very High Speed Integrated Circuit (VHSIC) technology to the AN/AYK-14
looking toward requirements which will exist in the late 1980's and early
1990's. It is anticipated that VHSIC will provide additional increases in
speed and capability system reliability, fault tolerance and fault isolation,
while reducing size, weight, and power.

Production Planning of the AN/AYK-14 Program indicated that the firm
and projected requirements for AN/AYK-14 computers will exceed 10,000 through
1990. The majority of these systems will be used on many critical Navy weapon
systems; e.g., F-18, LAMPs, AV-8B, E-2C, and P-3C. In view of these critical
weapon system requirements, the Navy has embarked on Second Source Program for
the AN/AYK-14 Computer. The second' source program will be based on the
"Build-to-Print" Approach using the Technical Data Packages (TDP) procured
from the current AN/AYK-14 supplier. The Naval Avionics Center and the second
source contractor will perform a joint validation of the TDP. Concurrent with
validation the second source contractor will begin necessary efforts to esta-
blish a production capability. Production competition between the current
supplier and the second source is now planned for FY 1986.

5.6.3 Support Software Development Program

In 1970 the Naval Material Command initiated an effort to develop a
program generation environment, consisting of a set of standard support soft-
ware tools, intended to complement the standard embedded computer hardware
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resources in the Navy inventory. The objectives of this initiative were to
unify developments, provide centralized configuration control, avoid redundant
and/or proprietary developments of support software, and insure a higher
degree of support software commonality for both development and life-cycle

* support across many system application software areas. The achievement of
these objectives will provide significant economic returns in addition to a
reduction in the time and resources necessary to establish software support
facilities for industrial developers, Navy laboratories and test agencies, and
Navy software support activities.

Initial implementation of the standard program generation environment
was focused on the then new AN/UYK-20 computer. Selection of the AN/UYK-20
was based on a forecast of a large number (over 50) of anticipated system
applications and the knowledge that this forecast use of AN/UYK-20's would
inherently call for a large number of support software installations. The
initial estimate of development cost for a support software base was esta-
blished at $8M to $15M. Using the lower side of this estimate and multiplying
by the anticipated variants of the installation of the AN/UYK-20 support soft-
ware base, it is easily projected that a divergent, noncompatible, independent
development approach would have resulted in a cost of approximately $400M.
Additionally, the life-cycle support cost of these indepen-dently developed
support systems was estimated at $250K per year per system. Thus the diver-
gent development approach for program generation environments would have pre-
sented an ongoing annual cost of $12.5M.

As history has proven, early estimates of AN/UYK-20 usage were very
low as over 3250 AN/UYK-20 computers are now used in over 150 different sys-
tems. Also, the development of the support software base itself cost $15M
rather than the lower $8M estimate. With an additional investment of $5M,
this initial host-dependent base was revised and upgraded to a hostindependent
transportable subset of ANS FORTRAN ANSI X3.9-1966, and has since been up-
graded to be compatible with ANS FORTRAN ANSI X3.9-1978. This $20M invest-
ment, however, has resulted in a standard transportable program generation
environment (one single set), called the Machine Transportable Support Soft-
ware (KTASS) system, which is used extensively in more than 180 different
facilities. This system presents an annual life-cycle support (upgrading,
configuration management, version release control, etc.) cost of approximately
$1M. Most importantly, this base can now be hosted by any computer facility
that hosts an ANSI standard FORTRAN compiler and a minimum set of resources
(in terms of available memory and file capabilities). To date, MTASS has been
hosted on the following computers listed in Table 5-3.

TABLE 5-3: Systems Capable of Hosting MTASS

IBM systems 360 Honeywell systems 66
370 600

CDC systems 6400 6000
6600 Univac systems 1108
6700 1110
Cyber 70, 170 AN/UYK-7(V)

DEC systems DEC System 10
DEC System 20
VAX 11/780
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Because iterative investments in implementation of host-dependent ver-
sions of the standard program generation environment are not needed, addition-
al effort can be directed toward enhancing, augmenting, and upgrading this
single base for the benefit of all users. A second major benefit of the tran-
sportable standard program generation environment is that new tools for soft-
ware development, test, and validation need be developed only once and become
immediately available to all users of that program generation environment.
Thus, the total investment is significantly lower and the quality and capabil-
ity of the product is significantly higher. At present, the Navy has a re-
corded total investment of $40M to $50M for a product improved in both func-
tional capability and operational reliability, and showing an order-of-magni-
tude cost savings compared to the estimate of $400M.

A third benefit of the standard transportable program generation environ-
ment, when combined with a controlled standard instruction set architecture
(ISA), was demonstrated in 1976 to 1979 when the Navy acquired the AN/AYK-14. 0
By Navy specification the AN/AYK-14 was designed to meet the AN/UYK-20 ISA
with controlled minor variants. The result was the ability to make minor com-
patible modifications to MTASS components to include necessary critical items
in support of the AN/AYK-14. The full MTASS was provided to the first AN/-
AYK-14 user system developer more than six months prior to the availability of
the first preproduction AN/YK-14 hardware. The cost of this TASS modifica-
tion was under $250K and it allowed the user system developer to complete over
80Z of the AN/AYK-14 application software design and implementation prior to
receipt of the AN/AYK-14 computer equipment. In the normal scenario of system
development using-non standard products, the cost would have approached $8M
and the schedule delay would have exceeded 18 months.

Most recently, MASS has been extended to support the AN/UYK-44 computer,
the new implementation of the Navy standard 16-bit ISA. The MTASS concept is
also being applied in the development of standard support software for new
hardware implementations of the Navy standard 32-bit ISA, specifically the
AN/UYK-43 computer. Hereafter in this plan, MTASS/M refers to MTASS for Navy
standard 16-bit ISA computers, and MTASS/L refers to MTASS for Navy standard
32-bit ISA computers.

The new DoD standard high order computer programming language (HOL),
called "Ad&," has been developed, and an Ada Joint Program Office (AJPO) was
established by DoD in December 1980. A Deputy Director for the Navy is
assigned full time to the AJPO. In close coordination with the AJPO, the Navy
intends to establish Ada as the single programming language to be ultimately
used In the development of all Navy embedded computer systems application
software.

The implementation of a Navy standard Software Engineering Environment
(SEE) is the long term goal of the Navy support software development program.
The Navy standard SEE will be oriented toward Ada, and will support all
aspects of Navy embedded computer systems software acquisition including
requirements definition, specification, design, coding, configuration manage-
ment, documentation, integration, test, validation, and life-cycle support.
The definition and specification of this SEE will incorporate the following
high level requirements:

a. The SEE must specifically provide for Ada HOL support and associated

program generation capabilities. In addition to new software develop-
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ment in Ada, the SEE must support cost-effective evolutionary transi-

tion of software written in current Navy standard HOLs to Ada. All
efforts related to current Navy standard languages will be in concert
with this goal.

b. The SEE must be capable of supporting all present Navy standard com-
puters, and augmentable or otherwise extendable to support future
standard embedded computer hardware developments.

c. The SEE must provide for the cost-effective transition of embedded
computer systems software from current to new Navy standard computers.

Near-term goals of this project include the development and implementa-
tion of host-independent Navy standard program generation environments (com-
pilers, assemblers, linking loaders, system generators, etc.) to support the
new Navy standard computer hardware developments (AN/UYK-44 and AN/UYK-43).
Support for these new computers, as well as the current Navy standard com-
puters, will ultimately be consolidated in a Navy Ada program generation envi-
ronment, thereby providing systematic evolution to Ada.

The Navy Ada program generation environment will form the basis of the
Navy standard SEE, and will be acquired and/or developed in consonance with
the objectives of the AJPO as well as the Management Steering Committee for
Embedded Computer Resources (MSC/ECR) as outlined in the Defense Computer
Resources Technology Plan of June 1979.

The specific support software development activities being undertaken are
as follows:

a. Augment the current standard transportable program generation environ-
ment (MTASS/M) to support the new implementation (AN/UYK-44) of the
Navy standard 16-bit ISA. This development was completed in February
and is now undergoing extensive testing.

b. Augment current AN/UYK-7 program generation environments to support
the new implementation (AN/UYK-43) of the Navy standard 32-bit ISA.

c. As coordinated by the Ada Joint Program Office, and in conjunction
with Army and Air Force Ada efforts, acquire and/or develop a baseline
Navy Ada program generation environment to support the AN/UYK-44 and
AN/UYK-43 computers.

d. Augment and extend the baseline Ada program generation environment to
support all Navy standard computers and programming languages, result-
ing in a single Navy standard transportable program generation envi-
ronment.

e. Define, specify, and acquire/develop a Navy standard Software Engi-
neering Environment which will incorporate the Navy standard program
generation environment, and will be based on the Ada Programming Sup-
port Environment (APSE).

5.7 Summary

DoD and the services have implemented a number of joint and independent
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standardization programs in order to effectively manage embedded computer
resources which will help control the rapidly escalating costs of embedded

computers. The thrust of these programs are directed at both software and
hardware issues, each of which has life cycle cost and supportability implica-
tions. The DoD has implemented joint programs where possible, such as the Ada
high order language (HOL) program. In other cases, the services have imple-
mented separate programs to meet unique mission needs. However, these service
efforts are coordinated and information is shared to ensure that cross-
utilization of computer resources is considered when new weapon systems are
developed.

The Congress raised several issues regarding computer standardization
approaches. Specifically, the study is to include justification for develop-
ment projects, issue (e), and a plan to reduce proliferation of these com-
puters, issue (f). This section describes on-going DoD and service programs
which include Ada, the Army/Air Force program for the Military Computer Family

(MCF) known as Nebula, the Army's efforts at developing MCF, the Air Force
program for ISAs (MIL-STD-1750A), and Navy efforts at hardware standardization
through programs such as the AN/UYK-43 and AN/UYK-44--all of which explain
DoDs efforts toward reducing computer proliferation.

Ada is a modern high order language which will become the standard lan-

guage for writing software for DoD embedded computer applications. The Ada
program extends well beyond simple language standardization and will help con-

trol the cost and improve the software quality through use of modern software
development tools and state-of-the-art software engineering practices. The

Ada Joint Program Office (AJPO) is managing the DoD effort to develop, imple-
ment, introduce, and provide life-cycle support for Ada.

After several years of analyzing several approaches to ISAs, the Army, in

conjunction with the Air Force, embarked on a program to establish a DoD spon-

sored ISA program. This program, popularly known as Nebula, is focusing on

developing an ISA with a 32-bit capability. The development effort is being
implemented through MIL-STD-1862 and will meet the needs of evolving systems
including the Military Computer Family (MCF) program.

The Army has embarked on the MCF program in order to reduce the prolifer-

ation of computer types which are embedded in weapon systems. MCF provides a

family of computers, computer boards and chip sets designed to meet most form,
fit and function requirements of evolving Army systems. This program will
improve the Army's ability to support computers in the field.

In addition to using Nebula to meet 32-bit architecture requirements, the
Air Force is implementing a 16-bit ISA standard (MIL-STD-1750A) in order to

meet its requirements. The Air Force has taken this approach in order to

focus on software standards while not focusing on hardware standards. Efforts

toward further standardization will continue, but the primary efforts will be
placed on standard interfaces.

Because the Navy has the need to support many remote weapon system plat-
forms, hardware standardization is a requirement. This approach greatly

reduces the cost and difficulty of supplying and maintaining systems afloat.
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Therefore, the Navy is continuing to develop standard computers to be instal-
led aboard ships to handle computer and signal processing requirements. Pro-
grams such as the current AN/UYK-43 and AN/UYK-44 are designed to meet future
requirements and replace current AN/UYK-7 and AN/UYK-20 computers.

Software upward compatibility between current and new computers, gained
through use of a standard ISA, will enable re-use of approximately $50 Million
worth of Navy-standard support software. It will also enable projects having

a large investment in applications software to transition to new, high-
technology computers with minimal rewrite of that software. The Navy has a
total investment of approximately 100 million source lines of applications
software which is unique to Navy standard ISAs. As much as half of this will
be transitioned to the new AN/UYK-43 and AN/UYK-44 computers.

K
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SECTION 6 PLAN FOR PROLIFERATION REDUCTION

6.1 Introduction

This section presents the plan for reduction of proliferation requested by
Congress and which has been discussed in the previous sections of this report.
This plan is believed to be a rational management approach which necessarily
balances three forces: competition, technology insertion, and proliferation
reduction for logistics and maintenance reasons. During the period of transi-
tion to this plan, open communication among Congress, Industry, and DoD may be
considered of utmost importance. The general direction of change must be
agreed at the outset so unnecessary divergence is avoided. With the general
direction established, more detailed implementation plans with schedules and
associated costs can be prepared.

The Senate Armed Services Committee report which accompanied the FY1983
Defense Authorization Act clarified the intent of Congress in enacting Section
2315 of Title 10, United States Code, normally referred to as the Warner

*! Amendment. This legislation excluded procurement of certain ADP equipment and
services from the provisions of Public Law 89-306. The equipment and systems
which have been excluded are commonly referred to as "Mission-Critical Comput-
er Resources (MCCR)". These exclusions have been viewed as an incentive to
seek improved and streamlined methods and practices for procurement of sys-
tems. DoD has issued guidelines and provided further definition relative to
managing mission-critical computer resources. This plan first briefly men-
tions the Non-Mission-Critical Computers and then concentrates on prolifera-
tion reduction in mission-critical computers and systems.

6.2 Non-Mission-Critical Computers and Systems

For computers and systems which are not critical to the military mission,
normally referred to as business or management information systems, Ada may be
considered a candidate language just as COBOL and FORTRAN have been. If Ada
is used, then a validated Ada compiler implementing MIL-STD-1815 will be
required. DoD has no intention of controlling Instruction Set Architectures
or hardware for these applications; normal requirements and procurement
processes should apply.

Where commercial products can be used without sacrificing defense capabil-
ity or incurring unreasonable costs for maintenance, logistics and software,
it is DoD policy to use them (cf. DoD Directive 5000.37). There is nothing,
however, to prevent commercial computer manufacturers from implementing any of
DoD's computer functional interface specifications in commercial products if
they so choose. In fact, it is anticipated that many of these functional in-
terface specifications will be implemented, by choice, in the commercial sec-
tor for reasons of performance, economy, competition, and the need for soft-
ware-compatible computers.

6.3 Mission-Critical Systems

Mission-Critical Computer Resources will be discussed in two parts. Sec-

tion 6.3.1, Nil-Spec Environment, includes those applications which cannot
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use commercial hardware without modification because of the environment. Sec-
tion 6.3.2 Non-Nil-Spec Environment, covers those applications for which the
environment does not rule out the use of commercial equipment, but other fac-
tors may.

6.3.1 Mil-Spec Environment

Current trends toward more extensive use of embedded computers in defense

systems are expected to continue. Likewise, there is every indication that
proliferation will continue unless appropriate management directions are
given. Without proliferation reduction, the capabilities of the armed forces
will be significantly reduced from that otherwise attainable.

Systems organic to and in direct support of the fighting units, i.e., war-
fare systems which must function reliably in worldwide environments under war-
time conditions and be supported organically, demand standardization. When a
computer failure occurs, the capability must exist to restore system operation
through local maintenance procedures, automatic transfer of function to ano-
ther computer, or interchanging computers from less critical systems and func-
tions. With increased use of computers in networks and in distributed sys-
tems, object code transportability has become essential. The ability to run
the same software at nodes of like function reduces the amount of software to
be developed and maintained and increases the survivability of automated oper-
ational functions. In addition, even with the high MTBF of new miniaturized
computers (approaching 10,000 hours for large "mainframe" computers), failures
can be expected during the long periods (90 days) associated with battlefield
or naval missions. Even 10,000 hours, MTBF, allows a 20Z probability of fail-
ure on a 90-day mission. This means that remote operating units must carry an
inventory of spare parts with them. If each Service were required to support
a proliferation of 40 computer types in the field,the cost of organic spares
alone would be over a billion dollars which is deemed to be unacceptable.
Note that this does not include spares required to react to battle damage dur-
ing hostilities.

Needless proliferation of hardware and software components is the root
cause of the problems elaborated in the earlier sections of this study. Tech-
nology alone will provide only partial amelioration. Intelligent, evolving
approaches to reducing proliferation that deal properly with competition and
technology are the only known solution. Specifying standards and controlling
their evolution provides substantial economic and operational benefits to the
Department of Defense and, at the same time, is compatible with the need to
maintain a strong industrial technology and support base that can be e.panded
rapidly for mobilization. The following sections describe the plan ior con-
trolling proliferation while using new technology at several levels-High
Order Language, Programming Support Environment, Instruction Set Architecture,
and Computer Hardware.

.. 6.3.1.1 High Order Language (HOL) Standardization

AJ There is general agreement that standardization at the HOL level is neces-

sary to keep software costs in check. Analyses conducted during the period
1974-1976 forecast cumulative cost avoidances of as much as $24B 6ver 30 years

derivable from HOL standardization with respect to the use of embedded com-
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puters in DoD2 0 . In 1974 it was conjectured that HOL needs were not
significantly different across the three Services and that a common HOL might
be feasible. Subsequently, this conjecture was validated through the joint
development of a detailed requirement for such a common language. The Ada
Program was DoD's direct response to this opportunity. Ada is now published
as MIL-STD-1815A and approved as an American National Standards Institute
(ANSI) standard. As discussed in Section 5, standardizing at the HOL level
alone does not solve the problem of transportability of HOL software. The
conclusion of the present study is that control of the HOL specification is
necessary but not sufficient. Additional standards are necessary as discussed
below.

OSD has elevated DODI 5000.31 from an Instruction to a Directive, DODD
5000.31, and directed that, effective 1 January 1984 all programs entering
Advanced Development (R&D budget category 6.3) must have plans to use Ada for
implementation. In addition, all programs entering Engineering Development
(R&D budget category 6.4) after 1 July. 1984 must have plans to use Ada. Ini-
tially, Ada will co-exist with other languages, particularly COBOL, FORTRAN,
CMS-2, JOVIAL and many assembly languages, until systems programmed in these
languages are phased out or it is cost effective to rewrite them in Ada, per-
haps as part of a major modification program. Ada is expected to have a pri-
mary life of about 25 years. Subsequent HOLs must initially co-exist with
Ada. After approximately 20 years, Ada is anticipated to be phased out natur-
ally as new languages appear to replace it but, like FORTRAN and COBOL, can be
expected to be productive for a long time to come. These time estimates may
change depending on technology evolution, but are today's best estimates.

6.3.1.2 Programming Support Environment (PSE)

For software development support for Mil-Spec computers, the DoD plan is
to continue initiatives begun under the Ada Program. As a part of the Ada
program, the Army and Air Force have undertaken development of transportable
PSEs which will run on a number of commercial computers (rehostable) and will
generate code for a number of types of Mil-Spec computers (retargetable).
These PSEs are the Army Ada Language System (ALS) and the Air Force Ada Inte-
grated Environment (AIE). The Navy Ada Language System (ALS/N) will build
upon the Army Ada Language System and it is planned that the two systems will
be phased together under common configuration management as the Army/Navy Ada
Language System.

DoD will encourage hosting of the ALS and AE on a wide variety of com-
mercial hardware. The intent is to take maximum advantage of existing and
future commercial host computers and operating systems for software develop-
ment and life-cycle support. Rehostability provides for reducing the cost of
moving the PSE to new and different commercial host computers and operating
systems and thereby prevents needless proliferation of PSEs. Retargeting pro-
vides the means for accommodating new Instruction Set Architectures (ISA) when
necessary because of mission requirements or a break-through in ISA technology.

PSE, utilizing a common interface set available to industry, with
configuration management of interfaces between the PSE and software
engineering tools, is seen as a major step toward transition of new software
technology from the lab to widespread use in practice more quickly than now

-105-



feasible. Further, it removes some impediments to "re-use" of applications
software, provides a base from which data exchange (interoperability) between
tactical systems can be improved, and provides for eventual back-up
(continuity of operations) between software development and support centers.
As with Ada, it is anticipated that this PSE will not be static, but rather
will be managed so that it evolves with new technology and the availability of
new tools. Concentration of resources toward a common PSE is expected to
improve return on investment as compared to supporting many approaches.

A common PSE offers greater opportunity for improving software producti-
vity while achieving greater reliability and adaptability of embedded computer
systems than possible with just a common HOL. Toward this end, OSD has plan-
ned a new software initiative-Software Technology for Adaptable, Reliable
Systems (STARS) to improve the state of practice of software engineering for
defense systems by improving the skills, software tools, and management prac-
tices that constitute the total environment in which software is developed and
supported. The objectives of the STARS program are to:

(1) Improve the personnel resources by increasing the level of expertise
and expanding the base of expertise available to DoD,

(2) Improve the power of the PSE by providing better project management
tools, application-independent technical tools, and application-
specific tools, and

(3) Increase the use of software tools in the PSE by improving business
practices and usability, and by increasing the levei' of i*H ration
and automation.

The initial approach will be to use specific PSEs developed either under
government sponsorship or independently by industry in accordance with general
DoD requirements. The long-term approach will take advantage of work done on
new tools (without having to convert code to another PSE) through use of an
extensible core environment with standard interfaces. This effort will build
on the Ada Programming Support Environment (APSE) work now in progress. As
the common interface specifications for environments are managed over time,
and as new tools and methodologies are available (whether government-sponsored
or not), they will be immediately available to the full range of government
and industry. This is the means for inserting technology into PSEs.

Adequate testing of Ada PSEs will be accomplished prior to making their
use mandatory. The current schedule forecast is initial availability of vali-

- dated Ada compilers during late FY83 and FY84. (Three compilers have been
validated as of the date of this report), During FY1984 and 85 these
compilers will be tested along with operational code produced by them using
the concept of Beta test sites. During this period, initial environments will
be rehosted and code generators targeted to DoD Instruction Set Architectures
will become available. By 1986 Ada should be in widespread use throughout DoD
in the development and upgrade of its systems at a production quality level.

6.3.1.3 Instruction Set Architecture (ISA)

The Instruction Set Architecture (ISA) is the interface between software

and the hardware that will execute it. Computers of different size, technol-
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ogy, or manufacturers that will execute the same object code software are gen-
erally termed "software compatible" or "object code compatible" computers. In
general, each commercial computer manufacturer retains its own and its cus-
tomers' investment in large-scale software systems at the ISA level as well as
the HOL or PSE level. This is why major industry computer users remain with
the same supplier, the reason that commercial computer manufacturers produce
ISA-compatible lines over time and the reason that a sub-industry has devel-
oped to produce computers having the same ISAs as the computers produced by
leading computer manufacturers. If software could be transported so easily at
the HOL level as some have claimed, then this sub-industry would have no econ-
omic basis on which to exist. Software profitability depends upon specifica-
tions for HOL, PSE, and the ISA. They contribute major savings in software/-
hardware integration costs.

Since object code compatible computers based on vendor-owned and legally
protected ISAs are essentially sole-source and limit competition, the Services
have experienced problems in using them. Each service has made a concerted
effort to force the problems to a manageable number by converging toward ven-
dor-independent ISAs which enhances hardware competition. This convergence
has taken place over the last 15 years, essentially independently in each Ser-
vice. Currently, the Army has developed and the Army and Air Force are
jointly controlling and refining NEBULA, the 32-bit ISA specified in MIL-STD-
1862B. The Air Force has had good success with its vendor-independent, 16-bit
ISA for avionics-MIL-STD-1750A. The Navy has been using two standards-those
of the AN/UYK-20 and -7-and has recently moved to two upward-compatible
ISAs-the 16-bit ISA of the AN/UYK-44 computer and the 32-bit ISA of the AN!-
UYK-43 computer.

This initial convergence is consistent with goals to provide the most
cost-effective defense capabilities. The Department considers the Joint use
and joint control of NEBULA by the Army and the Air Force to be a positive
step. No technical or economic evidence has been found that these approaches
should be changed in the near term. What is clear is that vendor-independent
ISAs are necessary to maintain maximum access to competition. Although common
ISAs represent some change and will require a transition period before being
fully effective, they represent a significant improvement for the Services.

Object code compatibility for target computers is the most significant
factor in re-use of support software. A significant amount of the PSE (sup-
port software) depends on the ISA of the target computers. Examples are com-
pilers, linkers, loaders, simulators, debuggers, etc. Introducing new ISAs
incurs additional expenses associated with these tools and will, in all
probability, result in some incompatibilities. The approach to the PSE stated
above will, however, minimize these costs when new ISAs are necessary.

The ability to transport embedded computer software, even though developed
in Ads, to a battlefield computer having an ISA different from that of the
original battlefield computer will be impeded by dependencies of the original
software on the ISA of the original computer. Consideration must of course,
also be given to software interfaces and to underlying support (run-time
operating system, hardware interconnects, etc.).

At the current state of knowledge, art and practice, there are always some
ISA dependencies. This can be easily shown in the commercial market place as

well and is a major underlying factor in the current Personal Computer shake-
out, wherein home computer buyers are demanding that their new computers
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be able to use existing software.

The cost of moving software from target ISA to a different target ISA is
dependent upon several variable factors and cannot be estimated precisely.
Current estimates range from 10% to 100%. One major contributing factor is
whether the software is written in a target-computer-unique HOL (or assembly
language) or a target-independent HOL. Other factors include the extent of
re-testing required, and the extent to which the manner of packaging or bind-

.. ing (putting together the various individual programs making up the software)
is dependent upon ISA peculiarities (i.e. memory management, addressing limi-
tations, etc). The point is, however, that even with a target-independent HOL
(such as Ada), the cost of moving from one ISA to another will be at least 10%
of the original software development cost for retesting, even if there are no
ISA dependencies in the common HOL. The cost of moving software written in
assembly, or a target-unique HOL from one ISA to another will range from 50%
to 100% of the original development cost.

High Order Languages and Programming Support Environments are used in the
development and support of these systems; they are not used on the battle-
field. Object-code-compatible, Mil-Spec computers for the battlefield offer
several advantages to the services with respect to their combat systems. Com-
puters are being used in networks of systems to exchange necessary informa-
tion. Object-code compatibility gives the capability to transfer the proces-

* sing load between computers within networks without creating additional soft-
ware to be maintained. When the necessary physical interfaces are added,

object code compatibility allows computers to be interchanged on the battle-
* field to keep the most important systems running by using a computer from a

less critical system.

During system development, use of object-code-compatible computers allows
software development to begin on current hardware (or emulators), while newer
hardware is being developed for the system to be fielded. This reduces both
time and risk to field new systems. For systems already fielded, it allows
for inserting new hardware technology while retaining operational software.
Further, it allows ISA-dependent operational software from earlier systems to
be transported directly to newer hardware, or portions of the older software
to be combined with new software under development. This is the case with the
current Navy AN/UYK-43, -44, and AN/AYK-14 computers and, in industry, with
the 8085, Z80, 8086 and other families.

The current DoD ISA standards are within the technology generation of com-
mercial counterparts and, like the latter, have been, are, and will continue
to be dynamic standards. Evolution and control mechanisms are in place for
each of the current DoD ISAs and improvements that support DoD needs or that
offer cost or efficiency benefits will be made over time. At this point,
there is no clearly-preferred future ISA direction. Some researchers see ISAs
moving to a higher level, closer to the HOL (including more of the PSE in
hardware), employing more complex and more powerful instructions (language-
oriented computers). Although technically attractive in an abstract, one must
consider the end-to-end efficiencies involved in a so-called language
machine. It is not at all certain that there will be a net benefit, especi-
ally in real-time systems. As evidence of the lack of potential benefits, we
have not seen any serious commercial applications of high level language com-

puters. Therefore other researchers believe this approach to be inefficient
and in the wrong direction. The latter are working toward Reduced Instruction
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Set Computers (RISC)--the use of very simple instruction sets that can serve
as primitive building blocks. 19 Research is also in progress on highly par-
allel instruction sets that do not follow the traditional Von Neumann model,
but are data and demand driven, e.g., data-flow and reduction architectures.
19 Language-oriented or RISC computers may offer advantages over current
ISA specifications. However, each of these approaches also has an internal

" ISA, and while it may be at a level somewhat higher or lower than that of more
• -traditional and current ISAs, it remains simply yet another ISA with all of
. the attendant language dependency weaknesses, as discussed in Section 5.

Based on arguments from both sides, software and hardware, it is concluded
* that object code transportability, hence ISA standardization, is essential to

improve competition, to reduce the costs associated with the computer life-
cycle and to provide for acceptable survivability and continuity of operationsSof combat systems. Moreover, some mechanism for object code compatibility

will remain essential until improvements in the state-of-the-art permit other-
wise. The programs established in each Service to satisfy growing mission-
critical computer needs should not be interrupted now in an attempt to achieve
a greater rate of convergence. For example, immediate Navy adoption of NEBULA
would mean cessation of the current (and nearly complete) efforts to succeed
the aging AN/UYK-20's and AN/UYK-7's on its ships by newer, but software-
compatible computers. This would fail to tale advantage of the existing, ex-
tenslve Navy PSE and would leave the Navy with a gap of several more years
without an Ada or CMS-2 environment for immediate use. Similarly, it would
not be wise for the Air Force to stop its MIL-STD-1750A Program, for which
there now exist over 20 highly-competitive sources for airborne computers and
several sources of PSEs. On the other hand, if the Army and Air Force were to
drop NEBULA (MIL-STD 1862) efforts, then the DoD community would lose a very
advanced and powerful ISA for future 32-bit applications, and the Army would

.. undergo increasing battlefield computer proliferation with attendant logistics
problems for a number of additional years.

DoD does not plan to retain current ISA standards indefinitely. It will
continue to monitor and sponsor industrial and academic research efforts in
ISAs as part of its technology base program in order to establish a direction
for its future ISAs. The goals for future Mil-Spec computers after the cur-
rent generation and the tentative timetable are discussed below in Section
6.3.1.6.

6.3.1.4 Hardware

From the above, it can be recognized that HOL, PSE, and ISA commonality
all contribute to reducing software development and maintenance costs.
Reducing proliferation of ISAs is necessary for hardware proliferation reduc-

4tion and non-proprietary ISAs are necessary for competitive acquisition of
object-code-compatible and -interchangeable target computers for the battle-
field. Yet, none of these specifications actually reduces hardware prolifera-
tion.

In many cases, reducing hardware proliferation is essential to ensuring
combat survivability, improving readiness through common spares, and reducing
maintenance and training costs. Since hardware standardization does have the
effect of limiting competition and restraining technology, DoD resorts to it
only when necessary.
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Embedded computers are essential to the survivability and mission effect-
iveness of modern weapon systems. Examples of combat functions which require
operating computers to perform their mission are point defense, target acqui-
sition, fire control, and damage control. A weapon system that loses any of
these capabilities in combat cannot perform its mission, and may be in immi-
nent danger of being destroyed. To prevent destruction and restore mission
effectiveness, it is essential to get the computer operating again immedi-
ately. This requires a swap-out of the defective or damaged computer. Fault
diagnosis and repair, no matter how trivial, simply takes too long in the heat
of battle. Swap-out requires either carrying complete spare computers, which
is impractical for forward units, or the ability to remove operating computers
from less critical functions and substitute them into essential functions. In
Navy shipboard design, the swap-out is usually done with pre-installed cabling
and switching arrangements. This is already done for other items of equipment
such as radios. Battlefield substitution of entire computers requires hard-
ware standardization at, at least, the form, fit, and function (F3 ) level.

For meaningful deterrence and adequate war-fighting capability, weapons
systems must be available when needed. Operational availability depends not
only on the mean time between failure (MTBF), but also on the mean time to
repair (MTTR). For remotely deployed units, the primary determinant of mean
time to repair is the availability of deployed spares. The time required to
obtain spares from a depot or home unit is intolerable.

Deployed units must therefore carry spares for each of their essential
pieces of equipment. As shown in Section 2, provision of adequate spares is a
major factor in life-cycle costs. Reducing life-cycle costs therefore requires
reducing the number of required spares. Also as shown in Section 2, the re-
quirement for spares increases sharply as the number of different types of
equipment to be supported increases, but increases only slowly (and eventually
levels off) as the number of multiple copies of the same type of equipment
increases. Providing contingency spares for a multiplicity of different com-
puter types increases the probability that some of the spares will never actu-
ally be used, but will merely carried along as an expensive and wasteful form
of insurance. Holding down life-cycle costs therefore demands hardware stand-
ardization at, at least, the logistically-identical level.

Some observers have maintained that advancing technology will solve the
spares problem by greatly increasing equipment reliability. These observers
fail to note that, as concluded in Section 5, advancing technology offers two
types of benefits:

(1) The potential to meet established system requirements with computers
that are more cost-effective and have improved physical parameters,
e.g., size, weight, power, reliability, etc.; and

(2) The potential to increase system capabilities to meet new threats to

our national defense.

Those who suggest that technology will solve DOD's logistics support and
operational availability/survivability problems are considering only the first
benefit listed above. They are also ignoring the possibility of battle damage
and the necessity for war reserves. The failure-free device loses some of its
appeal when this factor is considered, that is when the MTBF is much greater
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than the expected mean time between battle damage events. If future mission
requirements are no different than current requirements, then technology would
provide a gradual reduction of the number of logistics items to be supported
in future embedded computers. Such a hypothesis, however, is not supported by
history. To the contrary, we have seen a constantly increasing growth in mis-
sion requirements and a corresponding growth in the capabilities of embedded
computers. The discussion is reduced to an argument of whether or not growing
technological capabilities will exceed growing needs. If capabilities exceed
needs, then the number of logistics support items will decrease as mission
requirements grow, but if not, then the number of logistics support items voll
either remain constant or increase.

Some embedded computers have become physically smaller and the number of
their logistics items per computer has decreased. However, not all new com-
puters are reduced in size relative to their predecessors. Several of the
newer off-the-shelf Mil-Spec computers, for example, are actually larger than
their predecessors. Obviously, producers of these computers chose to increase
performance and capacity rather than to keep such parameters constant and re-
duce size or improve reliability.

As noted above, hardware standardization can have the effect of limiting
competition and restraining technology. Therefore, DoD resorts to hardware
standardization only when necessary. Situations that obviate the need for
hardware standardization are:

(1) the end-item is so small or inexpensive that it is not economically
repairable, and

(2) centralized maintenance is feasible, even in deployed units.

An example of an end-item that is so small or inexpensive that it is not
repairable is the small air-to-air or air-to-ground missile or rocket. This
application uses large quantities of small, relatively inexpensive computers
that are usually based on a microprocessor, often have'a circular form factor,
and are seldom procured as a separate end-item. The DoD does not intend to
standardize the hardware for small missiles, but does use a standard HOL and
will use a standard ISA such as MIL-STD-1750A as soon as microprocessors
implementing that standard become available. Other considerations of non-
standard hardware are below in paragraph 6.3.2.3.

There are two DoD programs specifically aimed at developing computer hard-
ware for applications requiring common spares. These are the Navy's AN/UYK-43
and -44 and the Army's Military Computer Family (MCF) programs. These are
explained in detail in Section 5.

The Navy has competitively selected one producer for the AN/UYK-43 and
-44, based on fixed-price competition for five years of production each.
These new computers are now available for, and are in use in, development sys-
tems. The AN/UYK-44 is in use in one system which is being prepared for
at-sea testing, and the Navy will take delivery of the first AN/AYK-43 for the
DDG-51 shipbuilding program in September 1983. The AN/UYK-44 will be in full
scale production by September, 1984 and the AN/-UYK-43 by December, 1984. The
Navy has acquired full engineering data packages to support alternate sourcing

* after the first five years, if that should become necessary
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The Army has successfully tested Advanced Development prototype MCF com-
puters from three competitive contractors--GE/TRW, RCA, and Raytheon. With
the concurrence of Congress, the competitive Full Scale Development (FSD) 17
phase between the two winners will begin in early FY1984 with FSD models being
available for test in FY1985. In early 1982, the Army conducted an analysis
of 134 current and planned battlefield systems which use computers of the size
and type of the Military Computer Family (MCF). Seventy-four were considered
too far along to use the Ada Language System (ALS) and KMCF initially. Analy-
sis of the remainder indicated production quantities which would support,
cost-effectively, two producers. The remainder included systems such as the

Advanced Field Artillery Tactical Data System (AFATDS), which has issued a
Request For Proposal for advanced development. It and other systems in the
planning stage will develop plans for transitioning to ALS and MCF for deci-
sion at appropriate milestones. The leader-follower approach is believed to
be most effective at present. If technology progresses faster than expected
and if it is cost effective, then the possibility of competition at the box or

module level on a form, fit, and function (F3) basis is still available in
the Army approach. This decision can be made at any time prior to production.

Use of MCF does not imply that a given system will use only Mil-Spec MCF
computers. As less costly, software-compatible MIL-STD-1862 machines become
available, they are expected to be used in the appropriate environments and
applications. Likewise, MCF will not solve all requirements such as signal
processing and low-end applications.

Additionally, the Army expects software-compatible, less-expensive, less-
than-Mil-Spec NEBULA machines to become available. This would be similar to
the case of competitively-available MIL-STD-1750 machines. The goals of
future Mil-Spec computers are given in Section 6.3.1.6.

At the current state of the art, the ability to interchange internal mod-
ules (spares) made by different manufacturers totally on an F basis has not
been demonstrated. Therefore, both the Army and Navy programs are based on
common hardware. It is hoped that the succeeding phase of Army and Navy com-
puter production will not have that constraint as discussed in section plan
below.

Both of these developments use the latest semiconductor technology. The
method of technology insertion into the AN/UYK-43/44, AN/AYK-14, and the MCF
production phase will be by Pre-Planned Product Improvement (P31) and by
Engineering Change Proposals (ECPs). Approved changes will be applied to all
affected computers and spares in order to provide logistics commonality, sur-

vivability, and operational availability. The most economic production phase
for these current programs has been estimated to be between four and eight
years.19

The findings of this study indicate that current hardware development
efforts to implement DoD ISAs into hardware should be continued for the near
term. The specifications implemented in this hardware generate natural 13

specifications for succeeding generations in which more competition can be
gained and emerging VHSIC technology can be used to advantage without software

* loss.

L
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6.3.1.5 Plan for Reducing Proliferation, Encouraging Competition, and Using
New Technology in Embedded Computer Resources

The direction toward Ada and validation of Ada compilers is straight-
forward. All Services and OSD are committed to transition to Ada and are ini-
tiating efforts in the Software Technology for Adaptable, Reliable Systems
(STARS) program to build on the base established in the Ada program.

DoD and the Services are committed to the STARS program to improve the
programming support environment (PSE) to build improved combat systems while
economizing in manpower resources for development and maintenance of the large
amounts of software yet to come. To this end, DoD, the Services and industry
are actively cooperating to develop a common set of interface specifications

so tools can be inserted in the Ada Programming Support Environments (APSEs).
The direction is to provide a framework for allowing new technology to be
inserted rapidly and then distributed widely to reduce the time between
development of new technology and its wide-spread use. DoD and the Services

are working with industry to define the best paths and remove obstacles.
Software proliferation reduction will be through a common, rehostable,
retargetable core environment into which new technology can be inserted. The
PSEs, based on Ada, are expected to mature over the next five years and Ada

should be sound for 20 to 25 years, if past experience with languages is an
indication.

The most difficult problem is the solution to hardware proliferation re-
duction. It is clear that total standardization of hardware across DoD cannot
be achieved and should not be attempted.

There are several alternatives for the future:

(1) Continue the state of proliferation, pay the bill, and accept the

reduced operational availability/survivability caused by it;

(2) Continue the state of proliferation and pay a higher bill to enhance
survivability in the face of proliferation by designing in backup
capabilities based on incompatible computers;

(3) Reduce proliferation through individual Service standardization
efforts;

(4) Reduce proliferation through DOD-wide standardization.

The first alternative is unacceptable. Reduced operational availability
and survivability should not be tolerated, when more cost-effective alterna-
tives are available that provide the desired capability. In fact, to meet
mission requirements, survivability and operational availability must in-
crease. The second alternative is indicative of the past and is not accept-
able because of increased resources needed to achieve the same capability.
Consciously accepting a higher cost to achieve the same capability is not con-
sidered wise.

Alternative three represents the current state of practice in DoD. Cur-
rent programs are based on numerous studies and past experience. It will be
approximately five years before all products of the current programs are in
the field. During this time further analysis will necessarily be conducted to
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determine the best course for OSD and the Services to take for the next gener-
ation and whether alternative four is the proper direction.

It is safe to predict that DoD will eventually move away from existing
ISAs as a function of the benefits offered by new ISAs and the costs of devel-
oping, introducing, and supporting new PSEs. The primary useful life of an
ISA is expected to be less than that of an HOL, perhaps 15-20 years, versus
about 25 years for the HOL because of the rapid changes in semiconductor tech-
nology. The introduction of new ISAs adopted by DoD will overlap current ISAs
until the older ones are phased out of the hardware inventory. Embedded com-
puters with new and old ISAs will coexist until it becomes feasible and cost-
effective to completely replace the latter.

DoD cannot now predict when, if ever, vendor-independent ISA specifica-
tions will cease to be essential, for they provide for hardware competition
and a means to use new device technology with major improvements in software
transportability. If breakthroughs occur, then new vendor-independent ISAs
can be added as pointed out in the PSE discussion. Whether DoD Instructions
are published or not is immaterial; what is important is that vendor-
independent ISA specifications for tactical equipment should be acknowledged
as the way to do business. Industry must participate, and if better ISAs can
be developed both to meet DoD needs and to foster competition, they will be
investigated and adopted as appropriate. While DoD will work toward fewer
ISAs, the current approaches will not be fully implemented for another three
or four years.

Given the current state of VUSIC, MIL-STD-1750 computers, NEBULA com-
puters, and the AN/UYK-43 and -44, continued planning for hardware evolution
must occur. The development phase of a Mil-Spec computer including testing
takes about 3-4 years to a production decision and an additional year to first
items. The next phase of ISA analysis would have to be completed by 1987, to
have the next generation of hardware ready for the early 1990s. At this
stage, whether additional convergence should take place cannot be determined.
However, DoD and the services have mapped out a plan and goals for the next a
generation of Nil-Spec computers.

6.3.1.6 Goals for Future DoD Tri-Service Mil-Spec Computers after the Current

Generation

There is some question about the early attainability of hardware which can

meet the operational needs of the Services while maintaining equitable compe-
tition. Whether it is possible to move away from current practice which in-
volves language, ISA and other hardware interfaces and design considerations
as well as logistics supportability remains to be seen.

The Services and OSD agree, however, that a program must be outlined and
undertaken which encompasses the following goals:

(1) Ability to reuse/transport contemporary application software at the
object code level within the Services as well as among the Services.

(2) Upward compatibility of the next generation computer with application

software object code of the preceding standard object code of any of

the Services.
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(3) A computer which is an efficient target for Ada source code. Since
ISAs can be implemented with different hardware technologies, the
whole spectrum of ideas ranging from language machines to RISC will
be considered.

(4) A modular, building block family having a spectrum of performance
capabilities with each member having object code compatibility
described in 1, 2, and 3 above.

(5) Other than the software transportability constraints listed above and
a certain throughput range, each module of the new family shall be
specified only at the external form, fit, and function (F3 ) level.

(6) Sufficient overall reliability will be built into each family member
through fault tolerant, self-healing, and redundant circuitry that
the modules will be expected to perform for a normal 15-20 year ser-

vice life time prior to degrading below a predetermined threshold of
acceptable performance. Thus, organizational maintenance and organi-
zational spares will not be required. (Note that this does not pre-
clude the need for sufficient spares to handle battle damage as
appropriate to the maintenance concept adopted.)

(7) Each member of the family of advanced computers must be available
from multiple competitive sources. The implication is that industry
must agree on the interface standards specified on an F3 or other
basis.

As an initial step toward items (1) through (2) above, OSD will monitor
and guide Service efforts such as the Air Force High-Level Language Computer
Technology Program, the Navy-sponsored Reduced Instruction Set Computer inves-
tigation, and the Navy next-generation ISA study. The objective is conver-
gence on a common approach to DoD software reusability/transportability much
as has been done for VHSIC and Ada and is planned for STARS. Participation by
the computer, electronics and software industries and the impact on final
technical approach will be through specific contracts, DoD/Service sponsored
workshops, and requests to industry associations to nominate approaches and to
appraise progress.

Additional research will also be initiated to help clearly define the
characteristics of Ada "optimization." The desired goal of this research will
be the perfection of direct Ada execution high-level language machines be-

cause, if practical, such architectures would allow full transport of Ada at
the source code level. That is not possible now. In fact, the viability of
such an architecture is far from clear. Ada optimization will be defined
within the total context of life-cycle hardware and software costs as well as
computer cost and performance. It is expected that, based on enhancing cur-
rent research efforts, figures of merit and criteria for evaluating industry

candidate Ada architectures can be developed in FY1985 for evaluation in
FY1986-87.

It is expected that many candidate architectures can be adequately evalua-
ted through simulation on supercomputers running standard DoD Ada code bench-
mark programs. Engineering development may be expected to begin in late 1986
to early 1987 with limited production to start in the early 1990s, if success-

ful. Because of the lifetime failure-free goal, field maintenance, repair and
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spare parts requirements would be eliminated. F3 computer modules can be
concurrently and competitively provided by a number of manufacturers using
their own internal electronics technology and, within limits yet to be deter-
mined, their own "architecture." The requirement for object-code transport-
ability would not be relaxed. Organizational computer sparing for expected
battle damage conditions would be at the F3 module level.

The Navy currently has programmed advanced development funds (6.3) in the
Five Year Defense Program to support the above technology investigations and
to develop guidance for the engineering development phase.

All of the Services are experiencing a proliferation of small embedded
microprocessors in performance and size ranges where no DoD standards exist.
Because of the growth in application of these microprocessors and the rapid
growth of their memory capabilities, it is reasonable to expect that the ten
year DoD investment in associated applications and support software will equal
the investment in DoD embedded minicomputer and mainframe software. It
appears prudent, therefore, to initiate, a program for a 'standardized" high
technology embeddable microprocessor to bridge the gap until the next genera-
tion modular family comes on line. The Navy is exploring such a program which
would be based on industry-wide competition for a small family of single-board
microcomputers on a limited number of form-factor boards and using a multiple-
sourced, high-technology, commercial microprocessor chip set (preferably
32-bit). It is expected that a number of manufacturers could currently provide
these microprocessors with the only technology constraints being board form,
fit and function and object code compatibility of the multiple-sourced chip
set. The Navy expects to start this program in mid FY1984 if the required
reprogramming of funds can be supported. If the reprogramming can be
accomplished in FY84 and 85 it is expected that a competitive full scale
engineering development contract can be awarded in July 1985 and limited
production will commence September 1986. Fiscal year 84 and 85 R&D funds
reprogramming will be required. OSD will encourage the required reprogramming
and will prepare appropriate POM 86 issue papers. In the interim, a
multi-activity requirements and specifications team is being formed. Army and
Air Force participation on the team is being invited and OSD vill encourage
their full participation.

6.3.2 Non-Mil-Spec Environments

Within mission-critical systems there are some applications which can use
commercial products directly and create an area of overlap with non-mission-
critical systems. Examples are ground-based fixed radars; command, control,
and communications systems at fixed installations; commercial host computers
for software development and support; simulators; etc. These systems gener-
ally use commercial power and are in fixed, air-conditioned facilities. Deci-
sions to impose DoD standards in this area will be made on a case-by-case

%- basis depending on the situation at the time.
bA

6.3.2.1 High Order Language (HOL)

It is planned to move to Ada as the single programming language for mis-
- sion-critical systems. Implementation of this decision will necessarily be

governed by availability of commercial products and Ada-trained programmers.
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This differs from non-mission-critical applications where Ada will be encour-
aged but not mandated.

The quality and availability of commercial programming environments will
be a key determinant in the decisions to be made.

6.3.2.2 Instruction Set Architecture (ISA)

DoD will not enforce ISA standardization where commercial products can be
used more cost effectively and where adequate competition exists.

6.3.2.3 Hardware

For mission-critical systems that can use commercial computers directly
and for which the government does not have to supply parts or train main-
tainers through its supply system, hardware standardization will not be en-
forced.

DoD believes that once chips become available for its MIL-STD-1750A, MIL-
STD-1862B, and the AN/UYK-43,-44 Instruction Set Architectures (ISA), then
suitable commercial quality computers using these ISAs will be built competi-
tively for these less-rugged environments, reducing support costs for PSEs,
increasing software transportability between manufacturers hardware, and
reducing hardware costs.

Across the Services, there are many applications particularly -in fixed
plant, training, and even in less critical functions on the battlefield, where
less than full Mil-Spec, less costly computers can be used. Examples were
given is Section 2. In these physical environments and applications, software
compatibility at the ISA level would provide for hardware competition and save
maintenance of additional software baselines. In those cases where hardware
maintenance and training are not a problem for DoD, then common hardware need
not be enforced. For those applications where logistics and training are a
problem and operational availability must be attained, then a large quantity
of one type of computer can be procured to appropriate specifications and used
in many applications. ISA compatibility between different vendors' hardware
for those instances where logistics are not important, would provide a larger
base of object-code compatible machine producers from which future Mil-Spec
requirements can be satisfied. Their semiconductor technology can be immedia-
tely inserted because there is no logistics impact.

6.4 Conclusion

It is concluded that in the nearer time frame national defense is best
served through DoD support of Ada, the STARS program, and the government-
sponsored MIL-STD-1862, MIL-STD-1750, and Navy standard ISAs. These standards
are not rigidly fixed and will be modified through industry participation and
use of Ada, the PSEs, and ISAs. For the next generation of military com-
puters, DoD and the Services will work together with industry researching new
Adacompatible computer architectures, and technology to eliminate or lessen
the logistics requirements which today mandate hardware standardization in
many applications. The approach for the next generation will allow maximum
competition with concurrent embodiment of new technology.
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APPENDIX I: INSTRUCTION SET ARCHITECTURE PANEL FINAL REPORT

EXECUTIVE SUMMARY

In November 1978, the Undersecretary of-Defense, Research and Engineering
asked that a panel with DoD component representation examine the question of
proliferation of instruction set architectures (ISAs) in DoD systems. A panel
was formed, studied the question, sought the advice of industry, and recom-
mends standardization on a limited number of instruction set architectures be
adopted as DoD policy. (A precise definition of ISA is in Attachment I.)
This document is the final report of the panel.

The cost of software development and maintenance is enormous. As the
microelectronic technology continues its rapid addvance, the range of applica-
tions and the number of embedded computers will dramatically increase, driving
the cost of software development to new heights. In addition to excessive
cost, the quality and usability of newly developed software is often poor.
The software developers who create and maintain software represent a critical
resource for which there is increasing competition. It has been estimated
that the United States will experience a 50% shortage of software development
personnel by 1985.

One factor contributing to the cost of software was the extensive use of
assembly language and the proliferation of high order languages. The DoD
moved to encourage the use of a few selected high order languages (DoDD
5000.31) and sponsored the development of a new high order language, Ada, to .

j meet the documented needs of the components. The development of a sophisti-
~~cated Ada Program Support Environment should provide the DoD with a powerful I
-cost reduction opportunity. These advantages are expected to accrue over the

next three to five years.

A complementary factor contributing to software cost is the number of dif-
ferent ISAs employed today in embedded systems. Each ISA requires unique sup-
port software and specialized training of development and maintenance program-
mers. In 1977, DoD Instruction 5000.xx was first proposed to limit the number
of different ISAs for use in embedded sytems. The proposed instruction was
widely circulated and received mixed comment from industry and DoD reviewers.

The Instruction Set Architecture Panel was chartered (Attachment II) to
"recommend a course of action to eliminate the uncontrolled proliferation of
embedded instruction set architectures without denying the advantages offered
by developing technology." The Panel met approximately twice per month from
April 1979 through January 1980. In addition regular panel members, various
DoD representatives were invited to present specific viewpoints. The panel
carried on many activities to ensure that industry views were received and
considered. A Commerce Business Daily Bulletin notice invited industry repre-
sentatives to a 2 Nov 1979 briefing on the proposed panel recommendations.
Based on all of the above, the panel recommends:
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that DoD issue an instruction (Attachment I) limiting the number of ISAs to be
used in embedded systems:

that each DoD component develop a life cycle cost model for use in the appli-
cation of the recommended instruction:

and that a separate joint program office be established to acquire or develop
a large word size/large virtual address space ISA for embedded computer system.

This strategy will potentially reduce the overall cost of software for em-
bedded computer systems by limiting the number of ISAs. Specifically, it is
anticipated that the following advantages may be realized.

The use of existing software, both for support and applications, will be
more feasible. The Navy experience with the AN/AYK-14 and AN/UYK-20 indi-
cates that ISA standardization can eliminate the need to develop a great
deal of support software such as compilers, operating systems, and debug-
ging aids. The navy was able to utilize the support software developed
for the AN/UYK-20 for software development for the AN/AYK-14, as the ISAs
for the two machines were designed to be the same.

Run-time software can be moved from one implementation of an ISA that is
inoperable (failure or battle casualty) to another still operating imple-
mentation of the same ISA.

Retraining of programmers from one ISA to another is costly and a learning
curve is experienced. Much of this delay and cost can be avoided by limi-
ting the number of ISAs in the DoD inventory.

The time required to develop software for embedded systems may be reduced.

The panel recognizes that the instruction could retard ISA improvement or
innovation in DoD systems if blindly applied. The Assistant for Defense Sys-
tems Computer Resources and Electronics in the Office of the Undersecretary of
Defense, Research and Engineering, with the assistance of the Management
Steering Committee/Embedded Computer Resources, MSC/ECR, should monitor the
implementation of the Policy by the DoD components.

This reports clarifies the provisions of the recommended instruction and
should be useful in developing implementation plans consistent with the intent
of the strategy.
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APPENDIX II: Glossary

AlE Ada Integrated Environment (Air Force)
AJPO Ada Joint Program Office
ALS Ada Language System (Army)
ANSI American National Standards Institute
Ao Operational Availability
APE Advance Production Equipment
APSE Ada Programming Support Environment
ARPANET Advanced Research Project Agency Network
ATE Automatic Test Equipment
ATR Air Transport Rack
AVO Ada Validation Office

BIT Built In Test

C3, Command Control, Communications and Intelligence
CAD-CAM Computer Aided Design-Computer Aided Manufacturing
CCP Computer Control Panel
CMOS Complementary MOS
CML Current Mode Logic
CPU Central Processor Unit

DAIS Digital Avionics Information System
DARPA Defense Advance Research Project Agency
DAS3 Decentralized Automated Service Support System
DCA Defense Communication Agency
DE Direct Execution
DESC Defense Electronic Supply Center
DMA Direct Memory Access
DoD Department of Defense
DUSD(R&AT) Deputy Under-Secretary of Defense for Research

and Advanced Technology

ECL Emitter-Coupled Logic
ECM Electronic Counter Measure
ECP Engineering Change Proposal
ECSPO Embedded Computer Standardization Program Office
EEC European Economic Community
EMI Electromagnetic Interference
EMP Electromagnetic Pulse
EPROM Erasable PROM
EW Electronic Warfare
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F3  Form Fit Function
FBM Fleet Ballistic Missile
FSD Yull-Scale Development

GPC General Purpose Computer

HOL Higher Order Language
HOLWG High Order Language Working Group

IC Integrated Circuit

ICBM Intercontinental Ballistic Missile
IEEE Institute of Electrical and Electronics

Engineering
12L Integrated Injection Logic
I3L Isoplanar Integrated Injection Logic
ILS Integrated Logistics Support
I/O Input/Output
IOC Input-Output Controllers
ISA Instruction Set Architecture

KAPSE Kernal Ada Programming Support Environment
KIT KAPSE Interface Team

LCC Life-Cycle Cost
LPS Low-Power Schottky
LRM Language Reference Manual
LRU Line Replaceable Unit

LSA Logistic Support Analysis
LSAR Logistic Support Analysis Records
LSI Large Scale Integration

MAC Military Airlift Command
MAPSE Minimal Ada Programming Support Environments
MCCISWG Military Command and Control Information System

Working Group
MCF Military Computer Family
MIS Management Information Systems
MLDT Mean Logistic Down Time
MOS Metal-Oxide Semiconductors
MOSFET Metal-Oxide Semiconductor Field-Effect Transistors
MRC Militarized Reconfigurable Computer (Navy)
MRP Militarized Reconfigurable Processor (Navy)
MSI Medium-Scale Integration
MTASS Machine Transportable Support Software
MTBF Mean Time Between Failures
MTTR Mean Time to Repair
MWO Modification Work Order
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NATO North Atlantic Treaty Organization
NAVAIR Naval Air Systems Command
NECS Navy Embedded Computer System
NET New Equipment Training
NMOS N-Channel MOS
NSA National Security Agency
nsec Nanosecond (One billionth of a second)
NTDS Naval Tactical Data System

ORF Operational Readiness Float
OSD Office of the Seretary of Defense
OUSDR&E Office of the Under Secretary Defense Research

and Engineering

p31 Pre-Planned Product Improvements
PDSS Post Deployment Software Support
PROM Programmable ROM
PSE Programming Support Environment

QPL Qualified Products List
QQPRI Qualitative and Quantitative Personnel

Requirements Information

RAM Random Access Memory
RISC Reduced Instruction Set Computer
ROM Read Only Memory
RPSTL Repair Parts and Special Tools List

SAM Surface to Air Missile
SCADC Standard Central Air Data Computer
SCD Specification Control Drawings
SEAFAC Systems Engineering Avionics Facility
SEE Software Engineering Environment
SNAP Shipboard Non-Tactical Automated Data Processing
SON Statement of Operational Readiness
SOS Silicon-On-Sapphire
SRA Shop Replaceable Assemblies
SSI Small-Scale Integration
STARS Software Technology for Adaptable, Reliable

Systems

TM/MAC Technical.Manual/Maintenance Allocation Charts
TMDE Test, Measurement, Diagnostic/Support Equipment
TTL Transistor-Transistor Logic

uP Microprocessor
UUT Unit Under Test

VHSIC Very High Speed Integrated Circuit
VLSIC Very Large Scale Integrated Circuit
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